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MATHEMATICAL MODELLING AHD OPTIMIZATION OP PVC POWDER 

BLENDING PROCESS POR DEVELOPMENT OP MULTI-LEVEL,OPTI

MIZED PROCESS CONTROL SYSTEM
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Por derelopment of optimized, multi-level proeeaa control 

ayatem mathematical modelling of PVC powder blending process 

In hle^ speed mlzera was made. Por mathematical modelling 

of PVC powdor blending process basic parameters of elemen- 

taiy processes were determined. On base of process analysis 

and data collection from PVC powder blending In Industrial 

hlj^ speed mixers with help of microcomputer determined 

most Important factors from point of wlew of process control.

On base of energy balance of blending prooess and seml- 

ei^lrloal formulas of power constuq>tlon of mixers here sug

gested an mathematical model, irtilch describes temperature 

changes andpower consumption of hlj^ speed mixers during 

mixing prooess. There was made Identlfleatlon of parameters 

of mathematloal model on base of experimental data eolleo- 

ted with help of on-line process oontrol microcomputer.



Ponmilated the optimisation taakimlnlmlzlng of consumed 

energy for production of F7C ooiq>oand and maximizing of 

production capacity of mlzera. Developed an optimization 

algorithm, irtilch makes poslhble to control the blending 

process according to selected objective function.

Suggested a new, multi-level structure of process contrcl 

system for FTC powder blending, vdilch uses developed mathe

matical model and optimization algorithm. Developed an 

supervision control program, which realises the upper level 

of optimized, multi-level, on-line , real-time microproces

sor based control system.

Mailing address of the authors: 

Borsodi Tegyl Kombinát 

Kazincbarcika Bolyai tár 1. 

Hungary H-3702
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■t.i.' ií'c;itif'ic;,tion. An a..plication to cell octonic 

\v:;ter po;’m;ubillty in a kilncy tubi-ie

Jose Ajuilcra and Krnt.sto Gona.-'loz

The m, chaniGnis tliE.t underlie fluid transuort acronc 

cr.ithelial cell layers ere of func’ar.iontal liir. ortance in the 

resulation of the volume and comoositiiin of body fluid co.a- 

■ c.rtL'.ents, even in the nost i-ramltive life forms. This is 

evidenced in the functioning of vr rious e^ithclia.

This talk focuses on the role of mathonatical analysis 

in this task. The osmotic water poraieabii.ity coefficient of 

the luminal aspect of cell membrane of rabbit kidney isolated 

promixal straiglit tubule is ciiaracturi zed v.ithout saving to 

solve explicitly the equation that describes the osmosis 

process. The variation of the Internal tubule can be described 

by a system of the following form.

at 3x "" >
u(0,x)= Ug(x) ,

U °
where a is the permeability to be determined. Using a 

finite number of measurements, the identification problem 

leads to the minimization of a function T (a) defined 

over a compact parameter interval A C (R . For an appropriate 

f : A * R — ^  with f (• ,0)= X , vri.th the standard tools of 

convex analysis we get the follováng results.
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Tho'.jrca I. if minimizes p" £ 3 f (â ,̂ O C O ) ,n n

T (a^^)-t(Pg)= 0 , T(ag)+ (p“)= 0 , v.h r< fô
a e A ■af(o, •) and f*(a,') stand for the .jubd ■ f fi ri ni. i .vT 

and the conjugate of f^a, •) respectively and 

1 = inf{f*(a,") : a € A )  .

Theorem 2. Suppose that 3f(a, •) ( 0)i<< {utk). Lot 

p*e IR and A (nCH) such that lim f*(a^,p“ )= t (p*) .

Then p* minimizes i, if and only if â  ̂ is a minimizing 

sequence for T . Also J(an)'f*(an>') (P*)— » 0  if n

Dr. Jósé Aguilera 

■ Apartado Postal 21201 

Caracas 1020-A 

Venezuela
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Ali l 'C ti'A 'H lC  Ai rUOAOH t'O ll OPTIMUM T.ÜNG-TERM 

l 'L M ’T M IX  0110101?

M.F. Ml.-m

Faculty'  oF Kiif!. .A l exa nd r i a  Uni v e r s i t y . E l - I l a d a r a ,  

Alexaridrin , Krypl.

M.FU Ali

Facul t y of  Kng. .Mono f i a  Uni ve r s i  t y , Shi b in  El-Oom,Egypt .
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Tlie genera.] niin of po"er system planning is to insure the 

provision of ?. reliable sup]>ly of power at lowest possible 

cost with expected maximum percentage generating units ca

pacities according to fuel type and system uncertainties.

The factors vihlch should be cosldered in any plan are, 

future load forecast,availability of technology,real cost 

of money (cash flow),cost and avaiiabillty of fuel,energy 

supply ridequnncy and e)'.viromental effects. Thus the prob

lem of long-term plant mix means how to analyse the econ

omic alternatives of power system developments according 

to such factors.

Ilie time requli'ed to obt.pin the sites,design and constr- 

ct modern power plant varies from 9 years for nuclear,to 6 

years for large oil/coal fired,and 5 years for small ther

mal and transmission and distribution systems. These long 

lead time requires that decisions should he committed by 

long-term planning periods.

This paper introduces an economic approach for power sys

tem long-term optimum mix generation using a deterministic 

linear programming model. As the system composes multiple 

fosslle,nuclear,and hydro-electric plants lacing with its 

imcertaintlcs, the proposed model incoiorutes:

i- a mathematical discription of existing power system 

caiiacity,

ii- estimates of future load demand from tlie system during 

the wliole planning period,

ill- estimates of variable costs and capacity requirements 

of existing system,

iv- future Investment opportunities in term of the system 

additional capacities by building new plants of different 

types.
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I TliP inrclol objective is to get Uie optitnum decision,nt 

less cnpitol i nvestnient, less operating cost and maxiírmm 

T’cvenue, l-o justify construction group of power plants 

of I'-'ir t i cu] ar types and sizes at certain locations to 

supply tiie estimated load demand at the end of correspond

ing planning period( say 5 years) from á long-term pian 

( soy 20 years).

Tho jToposed model is implemented for Egyptian power 

system to give a complete p3 an for it to the end of this 

century (year 2000/1). Tlie model final decision for sucii 

period is to build and operate the future power plants, 

recompionded by the gener’al strategy of Electric Authority 

in Egypt, wi til tlieir recommended capacities with some 

oxcoj>t;ions on some types, Tlie capital investments decisions 

are to invest fii’st for large hydraulic,nuclear, second for 

coa]- rired,thIrd for oil-fired and finally gas turbine 

plants, Tt is ,also, recommended tiiat there should be enough 

baiance to be invested to develop the existing transmission 

netv/ork to wi t)is t?wid. estimated load demand during such per

iod. The model depicts that since number of new plants are 

decided to be built, there would be no need for o3d fired 

riants v.hicli could be shut ^̂ ev'n. or replaced during the 

planning i- : i od .

Tlierefore, tlie long-term 1.1 model has succeeded to solve 

the geographical and technical planning problems for power 

ŷsteiri, Tiie model can be extended to solve t)ie system cash 

fl ov/* p robl ems,

'^us, t)ie use of LP in making Investment decisions is 

an enormous advance on the enarlier discount cash-flow methods, 

which rank projects according to net present values or rate 

of T’€;turn.

Frof. ]v-. r-i.p. Állam 

Elecl.rio E?>g, Jiept.,

Faculty of Engineering,Alexandria University, 

El-Uadara, Alexandri a,

EGYi-T.



SHORT TEW. FORECAST OP PINAL ENERGY CONSUMPTIC IS 

EllIDIO D'ANGELO 

ITALIA

This paper íb concerned with the description of a 

system of economic and energy models. The purpose of the 

system is to forecast the final energy demands for Italy 

in the short terra <2-3 years).

The system consists of a three modelsi

1) macroeconomic;

2) input-output;

3) energy demand (econometric).

The national roacroeconomic model is of a keynesian 

type, the offer being determined by the demand. The 

exogenous variables of the model are the exchange rates, 

the world demand trend and the raw materials import prices 

<oil particularly). The outputs of the model are the GDP 

components, the value added for industry and for the other 

economic sectors, the employeinent levels, the doiaestic 

prices, the report and export prices and so forth. These 

variables are fed into the input-output siodel (EXPLORi. 

This last model has been developed by Battelle Institute 

and adapted by es to the italian situation.

n»e inaia objective of the input-output acxiel is to 

Obtain tefowmeitlon on -the sectoral <9ctivlties of the 

country. The sectoral activities are necessary to derive 

final energy desiand on a sectoral basis.
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The Energy Demand Model (EDM) forecast the final 

energy consumptions separatly for thirteen economic 

sectors and nine energy products, using an econometric 

approach.

This model was originally developed to forecast final 

energy demand for medium term. It has been adapted by us 

as follows.

1) Transformed into a short term forecast model.

2) New variables were introduced such as a relative 

prices, lagged endogenous and exogenous variables.

The model was run, under different macroeconomic 

assumptions for the year 198 5 and 1986.

A sensitivity analysis was done, by analysing the 

four scenarios result, respect to the macroeconoruic 

exogenous variables and respect to the production and 

sectoral prices lf>vels.

This analysis was useful to check the models' system, 

particularly the econometric model.

Dr. EMIDIO D'ANGELO 

Direzione Centrale Studi 

ENEA

Viale Regina Margherita 125

00198 Roma

Italia
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REGULAR OPTIMIZATION OF PSEUDOBOOLEAH FUNCTIONS

Alexandr N.Antamoahkin

Ü.S.S.R.

The clasaical problem of paeudoboolean optimization (aee Sa- 

aty) after ita "embedding" in r "̂:

3e(X) — »-min,
X G D

D ={x£R*'\i. «0 VI }, 3e(X) 6 r \  and an analogoua problem with 

linear conatrainta are conaidered.

A notion of k-neighboorhood (k »1, n) of pointa of D ia in

troduced. and on ita baaia topological propertiea of the aet of 

boolean variablea are einalyzed,

A notion of modality of 96 on D is introduced, Claaaea of 

different-valued monotone, weakly non-monotone, non-monotone 

unimodal on D functiona; locally monotone, locally weakly non

monotone, non-monotone polymodal on B functional analogoua 

classes of functions having constancy sets are determined. The 

stated classes cover the set of pseudobooleem functions comple

tely.

On the basis of an analysis of properties of classes of fun

ctions ezactregular algorithms of optimization are constructed. 

These algorithms on the average require computations of mea

nings of an optimized function in case of different-valued 

unimodal functions!

- monotone - (n +1),
p

- weakly non-<nonotone - (n^)/2,
- non-monotone - less than (2^-n^+n);

In case of different-valued polymodal functions!

- locally monotone - Q(n +1) +o^, where Q is the general num

ber of local minimuma of 36 on D,<X~ const'^n,
p

- locally weakly non-monotone - Qn +^, const-vn,
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- non-monotone - Q(2^-n^+n) + ^ = const ~n;

for functions having constancy seta - lx as than 2̂  ̂(the ob

tained analytical estimates depend on number and cardinality 

of existingoonstancy sets).

Comparison of efficiency of the proposed regular algorithms 

and randomized methods of pseudoboolean optimization (see An- 

tamoshkin, Saraev) showes preference of the last methods in 

case of optimization of non-monotone polymodeOL pseudoboolean 

functions.

The regular algorithms which had been proposed for solving 

of some problems of oonditioneű. pseudoboolean optimization 

have essentieű. advantage compared to the total sorting too.
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Saaty T. Optimization in Integers and Related Extremal Prob

lems. N.Y., McGraw-Hill, 1970.

Antamoshkin A.N., Saraev V.H. The Algorithms of Pseudoboolean 

Optimization. Abs. of Fourth European Meettlng of the Psyoho- 

mstrio Society and Classification Societies. Cambridge, 1985.

6 5 0 0 4 3 Kemerovo 

'State University



-  11 -

OECOMPOSITIOM OF BLOCK-SEPARABLE PROGRAMMING PROBLEMS

A.S.Antipin

USSR

. The paper is concerned with a problem of convex block-

separable programming such as 

(1) A, é ( X ^ ) -

where at every ,1= iJ the vector lies in the n-dimen-

sional Euclidean space RĴ  , the functions J are convex^

•••)$ (̂̂ é) ^  m-dimensional vector whose eve

ry component is a convex function in

0 ,  X^ e

^ ' - é / i  ■'■•V —  - —

Q! C R- , Any solution of the problem (1), a vector x’J

contains nxN components and lies in the Cartesian product of
o p n

N spaces > x /t

The objective of the paper is to decompose the original 

high-dimensional problem (1) into a number of lower-dimensional 

problems which are to be solved independently from one another.

Two iterative algorithms, dual and primal, for finding a 

solution are proposed. The former iterative algorithm is descri- 

bed by recurrent relationships of the following form: xt 

xa the desired approximation, then

' ( p ” ^ f x " j )

where fxj is the operator of mapping a vector a. on the

positive orthant, oi /̂i)̂ i- ^  . The first

relationship in equation (2) makes it possible to compute eui
- h

extrapolated, or forecast vector of prices p whereby an 

iterative step to the point X̂  , p is made.
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(3)

The later iterative process is described by recurrent 

formulae

■ -1,7 ‘ A/JHfihÁ, )))■“', <■

'  t

a  ̂  W / t  1 * 1 / -  r / / 1  ( X^ ) + / t J ) )  ■■ X f £

Solution of the first extremal subproblem in equation (3)
/t

yields a forecast value of primal variables , The two

subsequent relationships describe transition of the process to 
nt-f  . /!*■> 

the point , p

When the problem (1) has a nonempty set of saddle points 

> the functions

are convex, every component of the vector (X̂ ) is satis

fying the Lipschitz condition with a constant /̂ /

the sets 

is such thatconvex, closed and the pareimeter !C 
i

, then the sequences described by formulaeK <
l 9 l  hi

(2) and, (3) (are shown to) converge to the saddle point- of
ft ^  Y n  D ̂

the Lagrangean in the problem (1), or  ̂ '

as >7 ^

These conditions do not imply differentiability and smooth

ness of the functions ^ j  and ^ j  • Consequently, equa

tions (2) and (3) are methods of nondifferentiable optimization.

International Reseeiroh Institute for Management Sciences,

1 2 9 0 9 0 , Moscow, Schepkina Street, 8,

USSR
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MODÜLLING AlJD OPriMIZATION OF DIALÓGUS CONTROL 3Y3T1ÍM3 

UNDSR INGERTAINTY CONDITIONS

A.H.Arakelian 

USSR

In /!/ the lollowing pröblem of determination of module 

contents for dialogue control systems (DCS) is discusseds 

there are m  types of objects under control (OC) using DCS, 

For every type of OC^ , the requirements

presented to DCS are known. 0^ the real -dimension

al vector, i -  ̂m  . Since the requirement system

(to which the DCS must satisfy) providing the maintenance 

of the perspective OC is not always known and depends on 

chance factors /2/, the sequence ^ ~ represents

that of chance quantities. Let us assume that distribution 

function x( 6) Is not quite known, but a set X  of distri

bution functions is known belonging to it.

The process of chance of the rational variant of DCS is 

following. At the first step one considers the requirement 

system 0 , for which a DCS variant is selected

and his satisfying the requirements of set 0 is checked.

If 5* variant is not accepted then a variant'll* is selected 

and so on. If the chance of DCS variants is finished of 

K -th step then we will say that the check is performed 

by K steps.

Lot us denote by 6, • • • . ^   ̂ ani'iiO; ■■■, 6'̂)

nonrandomlzed and randomized decision functions respective' 

ly. Let be a vector function defined on X' V .where

'ti is the set of randomized decision functions represen

ting the losses due to expressing volume, failure-free per

formance, accuracy of transformation and information trans

fer, speed of rosponce and so on /3/» Then degree of pre-
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foronco for choice with knovmxeXcan be o:<]-)rQceed

as follows:

Hj (X, y ) ^  M ; ( ̂  for all a ' é b) .

Here is assuaed that M  functions to be niniiiiized

are taken v;ith minus sign and function are quantifi

able, Let's define a vector function

H i l . i ) -  J  J • f t
X y

vjhere^, ^ are probability disti'ibutions on X and Y respec

tively, and ) - l(f'i t'-̂ I i  ̂

u ‘ i , > y U i ' ( , . d ^ ’ - ' P ^ V '  b'(p.Urt;,d, O'- n u y j .

Let's define following relations:

The strategy j* is called maximal if

V̂ (f ) ■Si for every ^ fr ic

The strategy J* is called optimal if

^  V ^ j  (1)

We get the conditions of existence of strategy ̂  " sa

tisfying (1).
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An nii'orithni fúr getting a miniraum cut-set of a graph

Ilona Arany (

Hungary
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Let G=(X,E) be an undirected connected non-oompiete 

graph without holes and multiple edges. For YCX, the 

section graph G(Y) is the subgraph (Y,E(y 3), where 

E(Y) = 5, (,x,y)e E: x£Y, y G Y  j , O C X  is a cut-set of 

G, if G(X\D) is not connected and D is a minimum cut-set, 

if none of its subsets is a cut-set of G. For DCX, the 

nodes x,y £X are separated by D, if they belong to diffe

rent components of G(X\D).

For an arbitrary x£X, the level structure rooted at x 

is the partitioning RLS(x) =[L^(x), L^(x), ... , Lĵ (x) j 

of X satisfying: J , L^(x) = N( L^(x) ),

L^(x) = N( ) \ L ĵ _2 (x ), ( i = 2, 3...... k )

= [0i ,

where N(.) denotes the relevant neighbour set.

Theorem. For arbitrary x,y£X with (x,y) 0 E, there 

exists a minimum out-set D(x,y) of G by which x and y 

are separated.

For proof, we present a construction by which the mini

mum cut-set D(x,y) is built up, and we have the partitioning 

X = Xj^uD(x,y)U XgUX^ such that G(Xĵ ) and G(X2 ) are 

connected and xeX^, y e X 2 , while Xj is not necessarily
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a connected subgraph of G. This construction serves as an 

algorithm for getting D(x,y) and its skeleton can be sum

marized as follows:

Set D(x,y)-<— 0 ; i<-l;

For the current i, do the following:

- Generate L^(x) and the nodes in (L^ (x)sD(x,y)) O

are put into D(x,y), and remove these nodes from the rele

vant levels.

- 3y generating L^(y), the nodes belonging to the set 

(x) n(L^(y)\D(x,y)) are put into D(x,y), while they

are removed from the relevant levels.

- Repeat the above steps with i i+1 until the current 

level pair is found to be empty.

Note that the minimum cut-set obtained in such a way 

contains the middle set of x and y defined as

M(x,y) = i z£R(x,y): d(x,z)

where

d(x,y)

R(x,y) =£ hGX: d(x,h) + d(h,y) = d(x,y)j ; 

d(p,q) denotes the distance between p and q.

Author’s address: Computer and Automation Institute 

Hungarian Academy of Sciences 

H - 1 5 0 2  Budapest, Kende u. 13-17. 

Hungary
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Arntó.

Tbe problor.i of control and estimation of a iarkovian /state/ process 
by use of observations on a second related process has been a focus 
of research for i:;any years. In this paper the e>’6i^oral formulation 
of this problem will be discussed for linear systems with constant 
coefficients.

V/e establish the optimality of certain adapt-i-ve control laws for 
partially observed stochastic systems with a finite set of unknown 
parameters and with loss functions in the form of quadratic functi
onals of the state and control values.

To the best of our knowledge, the Kalman filtering and the matrix 
Riccati equations and Riccati differential equations are a key 
theoretical and numerical tool in optimal control problems associated 
with linear systems having state space descriptions and quadratic 
performance indices.

The main results are the following: first we present an explicit 
formula for the optimal control when the parameters are known, 
using the solution of the Riccati equations, then the loss function 
will be derived. Seconi it is shown that most of the discrete time 
ARMAX models can be derived from continuous time ARmodels, which 
can be handled, as sufficient statistics exist. Third we present 
some results in parameter estimation, when exact distributions can 
be given for sufficient statistics and from these results the strong 
consistency and limit behavior of the adaptive control loop in the 
system identification part follows.

The role of AR14AX models was underlined e.g. by the IPAC World 
Congress in Budapest /1984/.

We shall consider the following two stochastic control problem, 
the first is given by the system

cLa W;) r C A A U U  fc K ett t i'“- ,

dylt)= 4- ,

and the second is given by the system

cL a u )= L ̂  x (a) 4 e u (+)3di +

H 4 §«) ,

where A,B,b,H are constant matices, while is a linear process 

A SíDíA^ + ̂ 2 ua Í+) -

The piraoessea utiW, are independent standard Wiener processes.
Hie cost functional is given in the form /the linear regulator 

'case/:
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V(u,T)r E ̂  \ u) u x(4; e« 4- i U’’(4) A uH)íOy

iVe prove that in both casea ll\y(2) one can net c::iplicit eolutions 
for the optinal admissible control Í,'*) with the help of sepa
ration principle and explicit solution of Riccati equatiun:-.
These results can be successfully applied for re;;ulatlon p.roblens 
of AIü.íAX models.
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OPTIMAL DESIGN OF A REMOTE HEATING NETWORK

Francesco Archetti - Anna Sciomachen * Carlo Vercellis

Italy
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In this paper the authors are concerned with a network design 

problem arising in the layout of the remote heating network of 

an urban district.

The problem can be modeled by a graph G*(V,E) whose n vertice

.,v̂  are groupes into a source s, a set U of demand

points and a set I of intermediate vertices and whose ra edges

e .e^,...e represent the possible pipe connections between 
I d  m
verticeg. To each demand node v.tU a value r(v.)>0 is associa-

1 1
ted representing its energy requirement. It is also assigned a 

finite set of commercieű.ly available pipes whose capacities are 

denoted by d^ (k=l,2,— ,q), together with the overall cost 

Ci^{d^) of a unit length of a pipe of capacity d̂  ̂placed along 

edge (v.,vj€E.

Among the different arborescences G**(V',E') in G rooted at

the source s and spanning all the demand nodes belonging to U,

and the different pipe capacity assignments , associating to

each edge (v.,v.)«E‘ a capacity d (k*l,2,...q) one is required 
1 j k

to find the design of minimum cost for which there exists a cor

responding feasible flow.

This combinatorial optimization problem is a particularly 

difficult one both from the theoretical point of view, 

it can be shown to be NP-hard - and the computational one - 

given the scale of the problems pf practical interest.

The constraint structure of this problem is somewhat peculiar: 

indeed a flow qualifies for feasibility not only, when the re - 

quirements at the sinks are met but when also a set of relations
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nonlinear in expressing the thermal and dynamic specifi

cations (pressure and velocity) of the flow are satisfied.

In this paper, ve propose an approximation algorithm which is 

based on loccű. search schemes. It consists of two phases: first 

A feasible design is generated using a randomized algorithm, 

which is subsequently improved by a search in a suitable neigh

borhood of the current design.

Ihe accuracy of the solution can be evaluated a posteriori 

by a lover bound to the optimum obtained by Lagrangean relaxation 

techniques.

Ihe con^utationaX results obtained for a large graph of 166 

vertices, demand points and 2 1 3  edges, representing a borough 

of Milano, are reported.

Dipertimento di Natematiea tlniveraitd di Milano 

Via Cicognara, 7 *20129 Mila&o - Italy



COnPUTATIONAL CDAIPLEXITY OF SOriE SEniINFINITE PROGRAMniNG 

riETHODS

niroslau D> Aiic

Vera V, Kovacevld-Uujélcf

Y u g o s l a w i a

The paper deacrlbes a new class of discretization me

thods for semiinfinite programming problems of the type:

min f(x) , X= {xEr” I c(x,t)iO for all t6c} (1 )
x€X

where C^R is the index set. Throughout the paper the fol

lowing assumptions are used:

(i) The objective function f:R'^R is convex;

(ii) The constraint function c :r'x C-*R is convex with res

pect to X for each teC;

(iii) The constraint function c satisfies Lipschitz condi

tion: |c(x,t)-c(x,s)( < Lllt-s|l, x€X, t,s €C ;

(iv) Slater condition holds: c(x,t)<0 for some x and each 

teC;

(v) The index set C is compact.

Note that most of the semiinfinite programming problems 

arising from approximation theory, ordinary and partial 

differential equations satisfy these assumptions.

The underlying idea of the methods is the following: 

Consider the sequence of finite nets . .¥C,

where the step hj of the j-th net is h^/ 2^, and the cor

responding sequence of finitely constrained problems:

(2)in f(x), X|̂ « {xCr" 1 c(x,t)$-0j^ for all tePI|̂ }
xex̂ ^

If is suitably chosen and it is easy to show

that the sequence of solutions to (2) is feasible and con

verges to the solution to (1). However, the cardinality of 

sets grows exponentially with k. Ue describe the class 

of mathods which usa the sequence of subsets (C^), 

and solve the sequence of problems:

• in f(x), {xér" I c(x,t)é-a. for all téC^} (3)
xex.
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On re^ul;jrisution of semi-infinite linear 

programming problem

N.K.Astafiev 

U 3 3 K

Consider a linear programming problem

The set of conditions is infinite^ X e  R*^.

Let us define a regularisation set of linear programming 

problems (L*L with parametr "t for the problem L oo 

ín+'í n+Y

U %  ■■ I Z l - i  ,

where e  R  ” and C O n e  [ 6 ^ J. =r R

Consider the following subproblems for (l-̂ )oo

( i V s  •- =

Let (Í- )g be the dual problem for (L̂ )s and 

be the optimal set for d-̂ )̂  .

Theorem 1. If the system of conditions of the problem

L is consistent, then for every sequence • + O Ö

there e x is ts  a sequence [ ^ such, th a t  im p lies



Therem 2. Let (/" -c:-tcx5 íind ( Cl̂ *, p ) ~ (L )

for some p e , i. 0 , ,̂  •< bechosen in

accordance with fheoreni 1. If Ko ia sufficiently lar^Ci 

then for K  ■>. K» the sets are nonempty and

uniformly boundered.

Let us mention that JU.* - C. {S«^"^cO
Ck J *

Theorem 1 will no longer be true, if the sequence 

is to be chosen before the sequence it^} is chosen.

USSR

620066 Swerdlovsk, 

S.Kowalevska st,, 16, 

Inst.of math, and meoh.
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A n  e n u m e r a t i v e  a p p r o a c h  t o  0  -  t l i n e a r  p r o g r a m m i n g  b a s e d  o n  a n  

i m p l i c i t  o r d e r i n g  o f  s o l u t i o n s .

G . d ' A t r i  -  A . V o l p e n t e s t a ,  I t a l y

I n t r o d u c t i o n

S i n c e  t h e  b e g i n n i n g  o f  7 0 s ,  l i n e a r  r e l a x a t i o n s  h a v e  b e e n  a p p l i e d  t o  

I n t e g e r  P r o g r a m m i n g  I n  o r d e r  t o  r e d u c e  t h e  s i z e  o f  t h e  p r o b l e m  b y  s o m e  

k i n d  o f  d a t a  p r e p r o c e s s i n g .

I n  p a r t i c u l a r ,  L a g r a n g e a n  r e l a x a t i o n s  h a v e  b e e h  e x t e n s i v e l y  u s e d  -  f o r  

e x a m p l e  in  K n a s p s a c k  ( K P )  a n d  T r a v e l l i n g  S a l e s m a n  p r o b l e m s  -  t o  g e t  

s o m e  c r i t e r i a  u s e f u l  t o  f i x  t h e  v a l u e  o f  s o m e  v a r i a b l e s  i n  a n  o p t i m a l  

s o l u t i o n  b e f o r e  s t a r t i n g  t h e  m a i n  a l g o r i t h m .  F r o m  a  t h e o r e t i c a l  p o i n t  o f  

v i e w ,  t h i s  a p p r o a c h  h a s  b e e n  p r o v e d  t o  b e  m e a n i n g f u l  f o r  K P  b y  a  

p r o b a b i l i s t i c  a n a l y s i s .

T h e  a i m  o f  t h i s  p a p e r  I s  t o  d e s i g n  a n  e n u m e r a t i v e  a l g o r i t h m  w h i c h  

f u l l y  e x p l o i t s  L a g r a n g e a n  r e l a x a t i o n s  b y  p r o d u c i n g  a n  I m p l i c i t  o r d e r i n g  o f  

s o l u t i o n s .

D u e  t o  t h e  e x p o n e n t i a l  n u m b e r  o f  s o l u t i o n s ,  e x p l i c i t  s o r t i n g  c a n n o t  b e  

a p p l i e d ;  h e n c e ,  w e  h a v e  d e v i c e d  a n  a l g o r i t h m  t o  s o l v e  t h e  f o l l o w i n g  

p r o b l e m :

■  G i v e n  a n  I n t e g e r  f u n c t i o n  f  (  x  ) ,  x  i n  IB "  (  t h e  s e t  o f  0 - 1  n  -  

v e c t o r s )  s u c h  t h a t ,  f o r  a n y  I ,  f  (  x  I x ,  -  0  )  z  f  (  x  I x ,  -  I ) ,

r e c u r s i v e l y  p r o d u c e  t h e  o r d e r e d  s e q u e n c e  o f  f u n c t i o n  v a l u e s  f '  i . . . . ,  

a n d  a  c o r r e s p o n d i n g  s e q u e n c e  x '  , x ^  , . . . ,  s u c h  t h a t  f ' '  -  f  (  x .

I n  t h e  p a p e r  w e  s p e c i a l i z e  t h i s  a l g o r i t h m  t o  t h e  c a s e  w h e r e  f  (  x  )  i s  ■ 

a  L a g r a n g l a n  u p p e r  b o u n d  t o  t h e  o p t i m a l  v a l u e .

T h e  m e t h o d

L e t  (  P  )  b e  t h e  f o l l o w i n g  0  -  I  p r o b l e m  : 

m a x  c x , A x  t  b  , x  i n  IB "
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W h e re  c  I s  a n  I n t e g e r  n  -  v e c t o r ,  b  i s  a n  i n t e g e r  m  -  v e c t o r  a n d  A  I s  

a n  i n t e g e r  m  x n  m a t r i x .

G i v e n  a m -  v e c t o r  u  i  0  w e  c o n s i d e r  t h e  L a g r a n g e a n  f u n c t i o n  

L  (  u ,  X  )  -  (  c - u A  )  X  u  b

N o w ,  f o r  a  f i x e d  m u l t i p l i e r  u ,  b y  p e r f o r m i n g  t h e  s u g g e s t e d  s p e c i a l  

o r d e r i n g  a l g o r i t h m ,  w e  p r o d u c e  t h e  s e q u e n c e  l '  , , . . . ,  o f  n o n

d e c r e a s i n g  v a l u e s  o f  t h e  L a g r a n g e a n  f u n c t i o n  L ,  a n d  a  c o r r e s p o n d i n g  

s e q u e n c e  x '  , x ^  , .

L e t  x '‘  b e  t h e  b e s t  f e a s i b l e  s o l u t i o n  i n  t h e  s e q u e n c e  x®  , x ' , ,  x *  , 

w h e r e  x ®  i s  a  s t a r t i n g  f e a s i b l e  s o l u t i o n .

W e  s h o w  t h a t  c  x *' i  L*  ̂ — > x '‘ i s  a n  o p t i m a l  s o l u t i o n  t o  (  P  ).

T h u s ,  a t  a n y  s t a g e ,  t h e  m e t h o d  p r o d u c e s  a  l o w e r  a n d  a n  u p p e r  b o u n d  t o  

(  P  )  a n d  I t  h a s  t h e  s p e c i a l  p r o p e r t y  t h a t  a n  o p t i m a l  s o l u t i o n  b e l o n g i n g  

t o  t h e  g e n e r a t e d  s e q u e n c e  i s  e v e n t u a l l y  r e c o g n i z e d .

O b v i o u s l y ,  i t s  p r a t i c a l  u s e  d e p e n d s  o n  t h e  a v a i l a b i l i t y  o f  a  '  g o o d "  

s t a r t i n g  f e a s i b l e  s o l u t i o n  x®  a n d  a  " g o o d "  m u l t i p l i e r  u  . I n  t h e  p a p e r  w e  

d i s c u s s  h o w  t o  p r o v i d e  s u c h  x ®  a n d  u  f o r  a  b r o o d  c l a s s  o f  0  -  I l i n e a r  

p r o g r a m s .

F i n a l l l y ,  s i n c e  t h e  c o m p l e x i t y  o f  t h e  m e t h o d  I s  s t r i c t l y  r e l a t e d  t o  t h e  

s o r t i n g  p h a s e ,  w e  p r e s e n t  a  c o m p l e x i t y  a n a l y s i s  o f  t h e  s u g g e s t e d  s p e c i a l  

o r d e r i n g  a l g o r i t h m .

6 .  d ' A t r l  -  D ip .  O r g a n i z z a z l o n e  A z i e n d a l e  -  U n l v e r s l t á  d e l l a  C a l a t x ' i a  

8 7 0 3 6  A r c a v a c a t a  d i  R e n d e  ( C S )  -  I t a l i a  

A . V o l p e n t e s t a  -  D i p .  S i s t e m i  -  U n l v e r s l t á  d e l l a  C a l a t x - i a  

8 7 0 3 6  A r c a v a c a t a  d i  R e n d e  ( C S )  -  I t a l i a
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HEAVY VIABLE TRAJECTORIES OF CONTROLLED SYSTEMS 

J««n “Pierre Aubln and Hallna Frankowska
CEREMADE, Dnlveralte de Parls-Dauphlne, 75775 Parle CX (16), France

lifts/V , Lo,y

Introduction

When we atudy the evolution of macroaysCems which arise in economics 

and the social sciences as well as in biological evolution, we should take 

into account not only :

(1) our ignorance of the future environn'ent of the system 

but also :

(2) the absence of determinism (including the impossibility of a

f comprehensive description of the dynamics of the system)

(3) our ignorance of the laws relating certain controls to the 

states of this system

(A) the variety of dynamics available to the system.

We propose to translate these requirements into mathematics by means 

of differential inclusions, which describe how the velocity depends in a 

■ulti'valued way upon the current state of the system. Another feature of 

such macrosystems is that the state of the system must obey given restric' 

tions known as viability constraints, which determine the viability 

dostain ; viable trajectories are those lying entirely within the viability 

domain. Finding viable trajectories of a differential inclusion provides 

a mechanism of selection of trajectories which, contrary to optimal 

control theory, does not assume implicitely

(1) the existence of a decision maker operating the controls of 

the system (there may be more than one decisionmaker in a 

game*theoretical setting)

(2) the availability of information (deterministic or stochastic) 

on the future of the system ; this is necessary to define the 

costs associated with the trajectories

(3) Chat decisions (even if they are conditional) are taken once 

and for all at Che initial time.



Finally the third feature ehared by those macrosysteois is the higl: 

inert ia of the controls which change only when the viability of the svstec 

is at stake. Associated trajectories are called heavy viable trajectorie;. : 

they ininimizo at each instant the norm of the velocity of the control.

We siiall provide a formal definition of heavy viable trajectories, which 

requires an adequate concept of derivative of the set-valued feedback map. 

We show that as long as the state of the system lies in the interior of 

the viability domain, any regulating control will work. Therefore, along 

a heavy trajectory, the system can maintain the control inherited from 

the past. (The regulatory control remains constant even though the state 

may evolve quite rapidly).

- 28 -

What happens when the state reaches the boundary of the viability 

domain ? If the chosen velocity is "inward" in the sense that it pushes 

the trajectory back into the domain, then we can still keep the same 

regulatory control.

However, if the chosen velocity is "outward", we are in a period of 

crisis and must find, as slowly as possible, another regulatory control 

such that the new associated velocity pushes the trajectory back into the 

viability domain.
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r'ennovrer Calculation for Aircraft Ground Service

Obrart Inbió 

Yu^'onlavia

Abstract - After landing at an airport aircraft arrives 

at apron, nor’cs and shuts down engines. At that moment 

the process of aircraft ground handling starts and lasts 

until the moment when the aircraft leaves its parking 

position. Most of the time this process includes the 

activity of unloading and loading cargo and passenger 

baggage from/to aircraft. This activity is performed by 

a team of workers which,consists of specific number of 

workers. The number of workers in a team depends on the 

quantity of cargo and passenger baggage which have to be 

loaded or unloaded and on the time interval available for 

execution of this activity. Depending on the number of 

workers in the team loading and unloading specific quantity 

of cargo and baggage may be executed during longer or shoter 

time period but not longer than available time interval.

Workers which during one day execute loading and unloading 

activity to/from aircraft are grouped in specific number 

of different shifts. The number of shifts, shifts’ starting 

time and the number of workers in each shift during 

considered day is determined depending on the distribution 

of times in which the request for service of an aircraft 

appears and the quantity of cargo and baggage that may be 

served to/from aircraft during the day.

If one assumes that each aircraft requests two kind of 

service (loading and unloading) then the problem which 

arises when the activity of loading and unloading is 

considered can be defined in the following way:



1
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ii’oT’ a riven net of N aircraft X, i = l , ' . i ' ' ' i c h

in a "iven time neriod (e.r. during one dav) requent 

the moment t^ €  T, i=l,2, 2'' loadinf; end nnlrnniev

enecific nnanti ty of cerqo and ba.qn-are , i-1 ,P,.. ,2!',

determine the nnmher of workers in team t,

2H v/hich exer.ute those activities siich that the total 

number of workers nesessary to serve a set of aircraft X 

is minimi.™ and that the minimum number of workers are 

also available in minimum number of shifts. Constraints 

vihich annear are that the time spent in one shift is not 

P3?eater then the prescribed time in one shift and that 

there are no departure delays of aircraft due to those 

aciiivitie.s.

The above mentioned problem is combinatorial by its nature. 

The proposed solution offered in this paper is based on 

dynamic Programming. The~problem solution is illustrated 

by a numerical example.

Obrad Babic, Faculty of Transport and Traffic Engineering 

University of Belgrade

llooo Belgrade, Vojvode Stepe 5o5, Yugoslavia
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ACCELERATED VARIABLE METRIC METHODS 

Arűnas BARAUSKAS , USSR.

Variable metric methods (VMM) for minimization of a nonli

near- function F=>P(x) ,x«R°, possessing a continuous gradient 

g=g(x) are baaed upon the iterative process 3Cjj.̂ 2̂ =Xĵ -Sĵ Hjjgĵ  

where Sj^-the stepslze is determined by approximate line search, 

Hĵ -is an n*n matrix,which la updated using Infdrmatlon obtai

ned in the last iterative step:

»k+i = ^  u)

dk
where VXj^^i-Xi..yfc=gk+i-Si,.v^=--------,re R.

d^j^ y k V k

In order to improve the efficiency of VMM we propose a 

modified form of (1):

'kV^k “k^k

where scalar T is Intended to take into account non quadratic

behaviour of the objective function ¥ and is determined in the 

process of line search. Note, that modified forms of (2) with 

r al,S al or$ >0 were proposed by H.C.Biggs.Numerical results 

showed that sometimes the correction parameter T decreases the 

efficiency of VMM. We prove that Improper use of the correc

tion T increases the condition number

and according to Luenberger’s theorem decreases the rate of 

global convergence of VMM. We state, that the correction T 

nay be applied to the entire class (2), but should be used 

only in iterations when it decreases the K(Rĵ ).

We assume that is symetrlc, positive definite n«n 

aatrtr and prove the following statements:

Tl. Let be defined by (1), (2). T>0.



32 -

Then when the

following Inequalities hold:

14 (rb(l+4z)/c? and 1 4  T 4  (Ftod* ®z)/ci*, or

1 >(rb(l+®z)/o? and (Fbdt 4z)/ofj£ T <1.

where: **“yk*̂ k '““‘̂k k̂^'^k* 2 =(ao-b^)/b^.

T2. Let be defined by (2), 0 < b < mln(a/TfcT) > F=li

2 —1
T>0, 4Qg=arg min K(H]^). Then 4^^ »(Tc-b)b(ao-b ) , and opti

mally conditioned Is Independent of T:

- b“^(2ao-b^+2Va^c^ - ab^c ).

T3. Let be defined by (2), 0 •* b < min(a F/Tt To/F ) i

are defined as follows:

„ -1/2 ,-1/21 -1 /2  N

T > 0. Then optimal F^^ and 4^^

4„
(To-F b)b

“ (ao-b^) F "  *°° (l+4z)b

Result T1 enables to apply the correction T only In Ite

ration when T decreases the K(Eĵ ) and, consequently. Increases 

the rate of convergence of VHH. Results T2 and T3 enable to 

define the parameters F^^ and 4^^ minimizing K(Rĵ ) and ensu

ring the highest possible theoretical rate of convergence.

Mine VHH algorithms from the modified class (2) were nu

merically tasted on tan hand selected test problems. Vumarl- 

cal results approved theoretical statements. Modified VMM im

plementing statement T1 appeared to be promising since In most 

cases they converged in fewer Iterations and required less 

function evaluations.

JER.

Institute of Mathematics and Cybernetics 

K.Foielos str. 54 

Vilnius 232600 

USSR
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COMPUTATIONAL EXPERIENCES WITH CONSTRAINT IDENTIFICATION 

PROCEDURES FOR INTEGER PROGRAMMING

J. Barcelö 

Spain

Since the earlier works of Padberg^ Grötschel and 

others, constraint Identification procedures have proven Its 

usefulness In solving special classes of combinatorial 

problems siich as traveling salesman, matching and knapsack 

among others. On the other hand many other Integer 

programming problems have explicit combinatorial features 

Imbedded In Its structure, which can be exp.lölted from a 

constraint Identification approach In a cutting plane fashion 

together with other branch and bound or heuristic methods. In 

this paper some cases of capacitated plant location, 

scheduling with resource constraints, and set partitioning 

problems are studied, and the results of a series of 

computational experiences are reported.

The formulation of scheduling problems with resource 

constraints Includes typically constraints, like:

'ik ”k
1 € I

where r^^ are the requirements of resource k to perform 

task 1. b. Is the amount of resource k available and 

If task 1 Is In process at time t, and x^^»0 

otherwise. Capacitated plant location problems could be 

formulated Including a constraint like:

j < J

where J Is the set of potential locations of the plants, b^



is the capacity of plant j and D is the total amount to 

be supplied from the opened plants.

Both kind of constraints are knapsack type constraints 

for which efficient cutting planes can be computed, using 

results from the facetlal structure of the knapsack polytope. 

Solutions to the LP relaxation provide information which 

allows the identification of the most violated cover of the 

knapsack constraint by the current LP solution. From this 

violated cover a lifting procedure (Padberg) allows the 

computation of a facet of the knapsack polytope which is a 

valid constraint for the original problem. This paper studies 

computationally the performance of such procedures imbedded 

in a branch and bound algorithm when applied to these 

problems.

On the other hand for set partitioning problems, Balas 

has shown that Inequalities of the form:

j c V

are 4valld for the set partitioning polytope when V . Is the 

set of nodes of a complete subgraph of the strong 

intersection graph of the set partitioning problem. This 

paper studies also computationally the behaviour of a 

procedure which 1 den 1 1f1cates 1nequa 11 1 1 1 es of this type 

violated by the current LP solution to the set partitioning 

problem.

Department of Operations Research 

Facultat d' Informát lea

Jordl Girona Salgado, 3108034 Barcelona - Tf. : 3-204 82 52,

Ext. 293
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Optimal Control of Storage Power Plant Systems 

{W.Bauer, E.Lindner, Hj.Wacker)

In the paper we discuss the following problem:

Maximize the rated energy production of a serially connected 

storage power plant system within a given interval of time.

This problem may be modelled as a problem of optimal control.

T 2
g.p f  a(t) E Xf,(V,(t))Q^(t)n,(V.(t),Q,(t))]dt = Mini 

O i=1  ̂  ̂ i l l  1

For n » 2 one <

E(T) >

(M2) V,(t)

V, (o)

(M3) '̂ imln s V^(t) s °  ̂  ̂°imax i=1 .2 and t inXO,T]

Here the discharge Q(t)-index lomitted - is used for control, the state 

variable being the volume V<t) of the reservoir. The head is dis- 

crlbed by the reservoir capacity function f(V);

Additionally we use the notations

’’(VQ)’ efficiency, a(t): tariff function, Z(t): Influx to the 

reservoir.

The constraints are linear, the objective is nonlinear and - in case • 

of at least two different tariff periods - nonconvex.

There are quite a few different methods by which (M) may be solved.

Here we first concentrate our Interest on variational techniques.

These, techniques are appllceüile to a somehow simplified model where 

we neglect the dependency of the efficiencies on the control Q.

The structure of the optimal solution for the last reservoir (in (M): 

index 2) is already given in a paper by Gfrerer C1].
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Based on this result we analyse the structure of the optimal 

solution of the system for a two period tariff situation. As a 

result we get a finite dimensional model which is eouivalent to (M) 

The resulting low dimensional model may be solved then numerically 

by a homotopy method, see for instance [2], [31.

As a practical application of a type (M) model we present the 

optimization of the Gosau storage power plant system. The serially 

connected system consists of two resp. three reservoirs of different 

capacities. Besides (M3) we have to respect additional constraints, 

(M2) becomes nonlinear for 1 = 1  because of seepage losses depending 

on V(t). Further f^ depends both on and .

The result of our optimization was already set into practise leading 

to considerable improvements.

Cl] H.Gfrerer: Optimization of Hydro Energy Storage Plant Problems 
by Variational Methods, ZOR/B, Bd.28,1984 S.87-1o1

[2] H.Gfrerer/J.Guddat/Hj .Wac)ier/W. Zulfehner: A Globally Convergent 
Algorithm Based on Imbedding and Parametric Optimization, 
Computing 3o, 225-252 (1983)

[3] H .Gfrerer/J. Guddat/H j .Wac)cer/W. Zulehner: Path-following methods 
for Kuhn-Tuc)ier curves by an active index set strategy, in: 
(A.Bagchi, H.Th.Jongen, eds.) Systems and Optimization, Springer-; 
Verlag, Berlin-Heidelberg-New Yorlc-To)cyo, 1985



INVESTIGATION OF HYPERTOXIC CHRONIC FORMS 

OF THE DISEASE WITHIN THE FRAMEWORK 

OF MATHEMATICAL MODEL

L.N.fl^lykh, D.V.Kalyaev 

U.S.S.R.

The results of investigation of existance »Ad sta

bility of nontrivial stationary solution of the infffctioora 

disease mathematical model are presented. The model is a system 

of four ordinary differential equations with delayed argumeot. 

This solution is interpreted as a chronic form of the disease 

course with strong damage of organ-target, and it is called 

hypertoxic chronic form of the disease.

It is shown that the increasing pathogeneity of 

latent form microbes initiated by external factors (stress, 

other infection joined, etc.) can be the cause of such form 

of the disease.

-  3^ -

Department of Numerical Mathematics 
USSR Academy of Sciences 
Gorky Street 11 
Moscow 103009, U.S.S.R.
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SELF TUIíIHG IHTJOVATION REPRESENTATION BASED ON BALANCED REALIZA™ 

TION ALGORITHM WITH APPLICATION

I. Bencaik, Z. Fehér

Hungarian Hydrooarhon Institute, 2443 Százhalombatta,Pf.32.Hungary

The aim of this paper ia to present an algorithm with real-time 

adaptation gain,i,e.,with exponential forgetting factor updated 

in every step. Based on the results of Desai-Pal(1982) a realiza

tion algorithm was developed for multivariable discrete stationary 

Gaussian processes (Bencaik-Fehér, 1985) which algorithm can be 

outlined as follows. Given the covariance sequence A(i) =

= E y(t+i) i>0, one can form a Hankel matrix 

[Ad) AC2) ..

^  “ A(2) A(31 ..

Applying Ho-Kalman type algorithms to find matrices H,F,G such 

that A  (i) = H P^”^G, i>l, G is deiived as follows. The innova

tion representation has the form

. X (t+1) = F x(t) + K£(t)

X Ctl = Hxit) + £(t)

and from this IR the following relations can be got in a straight

forward manner:

E xx^ = F E F® + K E ei’’

E yy® = H E Sx’̂ H^ + E' e 

G = E x(t+l) y^(t) = P E xx^ h’’ + K Ete^- 

E ££^ and for K.

€ (t)

and they are iteratively sivable for E xx 

Then a backward IR is formed:

2 tt-l) = P^ z (t) + 

y Ct) = z(t) + 6(t)
..T

where E zz is computable, as well. A transformation discussed 

in the paper of Desai-Pal(l982) is applied to determine E xx^ 

of the balanced IR. A subsystem of this balanced IR gives a 

reasonable reduoed order IR.

In the case of short pattern with timevarying parameters 

simulation results have shown that the Hankel matrix is invertable 

in the overdetermined order case since det Hĵ  vanishes exponenti

ally. This is the full rank case of the Ho-Khlman algorithm:

^  = =«h ‘ « T
-Ar-Ar_i...-Ai



|0 ,M,=
=

A(X)
\

yC t+llf)
,ACr>J ’

which is the standard observable representation /SOR/ or the 

realization of systems with timevarying parameters. Performing 

the transformation of Desai-Pal (l982)we get the balanced IR 

and the dimension of the final SOR is chosen by investigating
A aT *

the eigenvalues of E xx «f the balanced IR.

How the matrices can be updated recursively:

Pp(t+l) = PJt) +-j"(t'l |xjjft+l) x^ (t) [e XgS

A(2) AD)-’ 
AG) A(4)-

- 39

Kj,(t+1) = K̂j(t) + £ Ct) [e
where - 'f(t) = 1 / t in the stationary case

ry(t+D1 .m
and

££

A r A>i>
EXoCt+l) x^(t) = E[y-(t+rJ*o

E Xg (t+1) e ’^tt) = E r ^  ( t )
y tt+ r)

A  ■ ■ +

""o.meaaured + £ (t+2) + ll^(t+l)
£Ct+r) +...* l^Ct+l)

= Xjj(t+1^ + f  j .( t* l)  , and £^t+l)j_\Ct) and £ j,(t+])x€Ct)

It has to be mentioned that these estimations are conditional 

22S£Í2á values, i.e, linear solutions of a nonlinear filtering 

problem / see Ljung-Söderström, 1984.Oh.2.3 /.

According to our proof the j<t) adaptation gain can be updated 

by investigating the eigenvalues of Hankel matrix instead of 

S XX of the balanced IR since a connection of them can be stated. 

In this way an updated exponential forgetting factor is computed 

/ see Ljung-Söderström, 1984.Ch.5.6 /.

Eeferences:I.Bencsik-Z.Pehér: Canonical Stochastic Realization...

7th UAC/IPIP/IMACS Conf. Vienna,Austria,1985.Sept.

U.B.Desai-D.Pal: A Realization Approach.CDC Conf.1982.

L.Ljung-T,Söderström:Theory and Practice of Recursive 

Identification. HIT 1984.
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SEQUENTIAL STRATEGIES FOR THE STOPPING OF MONTE 

CARLO ALGORITHMS IN GLOBAL OPTIMIZATION

Bruno Betro' Fabio Schoen

Italy

The global optimization problem deals with finding the 

global optimum of a real valued function f over some 

compact set K. A considerable number of computational 

approaches have been as yet considered and it is now 

recognized that an effective scheme consists of repeatedly 

performing a number of independent realizations of a 

randomized search procedure able to achieve "good"function 

values. The crucial point in algorithms based upon this 

Monte Carlo scheme is the criterion for stopping 

computations; in fact, as no useful analytical 

characterization of the global optimum is available, it is 

practically impossible to give exact answer to the question 

of how close to the global optimum is the best function 

value observed. Therefore a rigorous setting of a proper 

stopping criterion is possible only in a statistical 

framework.

In this paper a Bayesian decision theoretic approach ii 

adopted, in connection with the so called Multistart
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method, in which a local optimization routine, able to 

reach a local optimum, is started from points randomly and 

independently chosen in K. Roughly speaking, the approach 

enables to give strategies fbr stopping when it is expected 

that the search for new local optima, with a function value 

better than the best obtained so far, would be too costly.

A cost function is introduced which combines the cost of a 

new local search with the utility corresponding to a unit 

increase in the maximum observed value. The local optimum 

values found are seen as realizations of a random variable 

whose distribution is unknown. In order to deal with the 

problem of optimal stopping, the Bayesian paradigm requires 

that a probability measure is defined over a space of 

probability distributions containing the unknown one. A 

simple nonparametric process is considered which provides 

in a. manageable and general enough form such a probability 

measure after which derivation of sequential stopping rules 

of the k-stage look-ahead.type is exhibited and their 

actual implementation discussed. Finally, the behavior of 

these stopping rules is investigated for some test 

problems.

CNR-IAMI 

via Cicognara 7 

1-20129 Milano 

Italy
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STOCHASTIC CONTROL IN URBAN TRAFFIC

B. Betro'(+) F.Schoen (+) M.G.Speranza (++) 

Italy

The paper deals with the problem of controlling an

intersection in urban traffic. The availability of traffic

sensors has given the possibility of implementing control

strategies having the capability of adapting themselves to

traffic flow fluctuations. Models have thus to be

introduced possesing the feature of taking into account the

information gathered by the sensors; such models should

also be dynamic, stochastic and easily implementable. In

fact, it is an obvious observation that not only

deterministic facts, but also random fluctuations have

great .influence on traffic flows and that the probabilistic 
♦

behaviour of these latter depends on time.

The following situation is considered: a traffic light 

controls a junction; sensors counting vehicle passages are 

located upstream the traffic light in entering arms and at 

the stop lines; the upstream sensors are located in 

correspondence with upstream traffic lights whose control 

is assumed to be fixed and known. The traffic evolution at 

the intersection is then modelled through a partially
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observed Markov chain, whose components are the’length of 

.̂-ach queue, the departures from the stop line and the 

(unobserved) stochastic arrival rate. This enables to 

derive in a recursive form optimal filtering formulas for 

the queue lengths . Such formulas are then incorporated into 

a control policy of the^c-type, aimed at minimizing the 

average delay experienced by vehicles crossing the 

intersection. The performance of such control policy has 

been tested on a number of different situations considering 

both simulated and real data.

(+) CNR-IAMI

via Cicognara 7 

1-20129 Milano 

ITALY

(++) Dept, of Mathematics 

University of Milan 

via Cicognara 7 

1-20129 Milano 

ITALY
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DECISION SUPPORT SYSTEMS FOR TRAFFIC AND TRANSPORTATION 

MANAGEMENT

*Maurizio Bielli and Marco Cini - Italy

Abstract

The increasing development of advanced information proces

sing technologies and new high level programming languages, as 

well as last theoretical contributions in Artificial Intelligen 

ce have set new and interesting instances in the field of Deci

sion Support Systems (DSS). But, although the availability at 

decreasing costs of many tools, as videographics systems, data

base systems, personal computers and local area network offer 

new chances in supporting managers for decisionmaking, a lot of 

work has to be done in order to implement and build up effective 

DSS for practical applications.

In this work the peculiarities and the basic structure of a 

DSS are defined and the differences with respect to management 

information systems, expert systems and management support systems 

are regiarked.

This paper, among the components of a DSS, in particular 

deals with the formalization of decsional problems, the analysis 

of model-based methodologies, the use of knowledge-based modellinc 

and the structure of the models-base management systems.

In order to come into practical applications in the field of 

traffic and transportation management some typical decision pro

blems, arising at different levél of intervention both in public 

and private organizations are illustrated.

Relatively to urban systems, integrated transportation plan

ning is discussed and the centralized management of urban traffic 

via integrated simulation and optimization models is investigated.



4 5  -•

'With reference to resources allocation in a transit company, 

management activities pertai^^ing to different functional areas 

can have different degrees of structure both in strategic planning 

management control and operational control.

So typical semi-structured problems such as bus network plan

ning, bus allocation to lines and grarages location, bus routing 

and scheduling are analysed and a heuristics approach to deal ' 

with large-scale and complex problems is presented.

Finally, relatively to these problems, the data base and 

models-base requirements for the design of a DSS .at operational 

level are illustrated.

♦Institute of Systems Analysis and Computer Science 

National Research Council 

Viale Manzoni, 30 - 00185 ROME 

ITALY
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Variation of the solution of differential inclusion and 
maximum principle

V .I.Blagodatskikh

Consider the differential inclusion

X  &  F f o i ) (1)

in f\ -dimentional Euclidean space I- . A n  absolutely continuous 

function ' is said to be solution of (1) on the time inter

val J  if the inclusion X  (é) ̂  F~(x (é))

holds for almost all I .

Let F(x) be nonemply compact set of F  E
multivalued function F{x) be Lipschitzean, it's 3iq>port function

c(rfx),r) ^ (f>'F)
F(x)

be continuously differentiable in X for all Y ̂ F gradi

ent *0- be Lipschitzean in Y with the constant k fx)
Z x

which is, continuous in X  .

I«t x(i) given solution of (1) on time interval ^

~ J • Consider the convex closed cone

*  c . ( E ( x ( é ) ) ,  Y  J j

and fixe some vector

(í (y )-

S x  e  £**

+ CO

Define scalar function

, r e m .
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It Is proved that the function is a support fmotion of

aone convex closed set x(i') • Consider the differen

tial inclusion in variation

Sx e P(x(é)Jx)^ (2)

If the inoltiaion (1) coinoides the ordinary differential equation 

theg£ differential inclusion in variation (2) ooineideiwith classi

cal system of equation in variations •

Theorem 1. Let T s J ,  ^x(é) be given solution of the

inclusion (2) with the initial value J x ^ r ) =  JsCf and £ > 0 .

Then there exists the solution the differential inclu

sion (1) with the initial value

^{t ) =  30(r) Sxj. + o(€)

which has the form

= xp)-»-e + o(t)

for all

Using this theorem it is possible to construct the variations 

of the solution X ( é )  of the inclusion (1) and to prove necessary 

optimality conditions in the form of Pontryagln maximum principle

[2]a Let us consider here this maximum principle for the time opti

mal control problem. This problem is to find the solution 'X(4:)

. of the inclusion (1) which transfers the given initial point X q  

-to the given final point 2?̂  for the minimal time.

Theorem 2 (aaxlmm principle). Let X  (i)  ̂ ^  L ^ O ,'é

he optimal eolQtlon of (1). Then there exists the nontrivial solu

tion ^ ( é ) the adjoint differentlsű. equation

•  _  ^ c ( F f x a ) M

T



such th a t  Lh'j [iinxifiiiira corulit-.ion

{x(i)fO:))-^c(F(x(t))^ rti))

holds for almost all i ̂  Li0 tJ and. the funct.lon

c m )  is constant and nonnegative.
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T H R O U G H P U T  O P T IM IZ A T IO N  O F  P A C K E T  

C O M M U N IC A TIO N  N E T W O R K S

R9 m an B la s k o  
C z e c h o s lo v a k ia

H ig h -p e r fo r m a n c e  co m p u te r  s y s t e m s  a r e  d e v e lo p e d  a s  a  co m p o 

s i t io n  o f  m any fu n c tio n a l m o d u le s .  T h e s e  s y s t e m s  c r e a t e  a  n e tw o rk  

o f  in d ep en d e n t m o d u le s  w h ic h  co m m u n ica te  a s y n c h r o n o u s ly  b y u n id i

r e c t io n a l  c h a n n e ls  and  a  nu m b er o f  m o d u le s  a r e  a c t iv e  s im u lta n e o u s 

l y ,  T h e  a s y n c h r o n o u s  co m m u n ica tio n  m ode im p lic a t e s  th e  n e c e s s i t y  

to  in c o r p o r a te  th e  b u f fe r s  b e tw e e n  e a c h  p a ir  o f  c o n n e c te d  m o d u le s .

D a ta  to  be p r o c e s s e d  in  th e  n e tw o r k  a r e  t r a n s m itte d  in  th e  in fo r m a 

t io n  p a c k e t  fo r m . T h is  p r in c ip le  i s  u s e d  in  v e r y  p e r s p e c t iv e  d a ta  

- f lo w  c o m p u te r s  and d is t r ib u te d  co m p u ter  s y s t e m s .

T h e  p ro b lem  o f  th e  d esig n ^  w h ic h  i s  th e  s u b j e c t  o f  o u r  c o n s id e -  

r a t io n S f  l i e s  in  th e  d e s ig n  o f  r ig h t  d e la y  t im e s  in  n o d e s  o r  m o d u les  

o f  n e tw o rk  s t r u c t u r e ,  in  o r d e r  th a t th e  n e tw o r k  m ay b e  b a la n c e d  

w ith ou t b o t t le n e c k s  fo r  th e  g iv e n  w o r k lo a d . W e s a y ,  th a t th e  n e tw o rk  

i s  d y n a m ic a lly  b a la n c e d  w h en  a l l  m o d u le s  o r  n o d e s  m ay b e  u n in te r 

r u p te d ly  a c t iv e  w ith o u t b lo c k in g  o n e  a n o th e r  an d  t h e ir  u t i l iz a t io n  

a p p r o x im a te s  to  th e  id e a l  v a lu e ,  i , e ,  1 0 0  In th a t  s i tu a t io n  w e  c a n  

s a y  th a t th e  d e la y  t im e  in  th e  n o d e s  i s  o p t im a l.

W e d e v e lo p e d  th e  s y n t h e s i s  p r o c e d u r e  fo r  th e  d e s ig n  o f  th e  o p t i 

m al th ro u g h p u t in  p a ck e t co m m u n ica tio n  n e t w o r k s .  T h e  in i t ia l  d ata  

fo r  th e  s y n t h e s i s  a r e  a s t r u c t u r e  o f  th e  n e tw o r k , a  p r o b a b i l is t ic  w o r k 

lo a d  m od e l and  a p p r o x im a te  r e a l  d e la y  t im e  v a lu e s  in  th e  n e tw o r k .  

F i r s t l y ,  w e  c o n c e n t r a t e  u p o n  b a s ic  p a r a l le l  s t r u c t u r e s  s u c h  a s  

p ip e l in e  an d  p a r a l le l  a r r a y ,  w h ic h  m ay  b e  c o n n e c te d  to  h y b r id  c l u s t e r s  

o r  n e t w o r k s .  W e h a v e  d e r iv e d  th e  fo rm u la s  fo r  th r o u g h p u t , s p e e d -u p
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c o e f f ic i e n t ,  d e la y  t im e  in  th e  m o d u le , in p u t and  ou tp u t p e r io d  o f  

th e  ite m s  p r o c e s s e d  b y  m o d u le s  o f  t h e s e  b a s ic  s t r u c t u r e s .  A n ode  

o r  a m o d u le  o f  th e  n e tw o r k  c a n  a b s o r b e  o r  g e n e r a te  o n e  o r  m ore  

it e m s  ( p a c k e t s )  b y  an  a c t iv a t io n .  T h e  fo rm u la s  fo r  a d y n a m ic a lly  

b a la n c e d  n e tw o r k  h a v e  b e e n  d e r iv e d  from  fo rm u la s  fo r  b a s ic  s t r u c 

t u r e s ,  S e c o n d ly ,  w e  c h a r a c t e r iz e d  a  w o r k lo a d  o f  th e  n e tw o rk  *by 

p r o b a b i l is t ic  p a r a m e t e r s .  T h e  s y n t h e s i s  p r o c e d u r e  c o n s i s t s  o f  

t e n  t u l e s .  In  th e  p r o c e d u r e  w e  u s e  th e  d e r iv e d  f o r m u la s . A c c o r d in g  

to  th e  d e v e lo p e d  p r o c e d u r e  w e  a r e  a b le  to  d e s ig n  an  o p tim a l d e la y  

t im e  in  n e tw o r k  n o d e s .  It r e s u l t s  in  th e  n e tw o r k  w h o s e  d y n a m ics  o r  

th ro u g h p u t i s  s p e c ia l i z e d  fo r  th e  g iv e n  w o r k lo a d .

T h e  s y n t h e s i s  p r o c e d u r e  w a s  v e r i f i e d  b y s im u la t io n . W ith  r e 

g a r d s  to  th e  s im u la tio n  r e s u l t s ,  w e  c a n  s a y ,  th a t th e  s y n t h e s i s  is  

c o r r e c t ,  b e c a u s e  v a lu e s  o f  th e  p e r fo r m a n c e  p a r a m e te r s  a p p ro x im a te  

to  th e  id e a l  v a lu e .

S o m e  id e a s  fo r  fu tu r e  r e s e a r c h  tn  t h is  f ie ld  a r e  in tr o d u c e d  in  

c o n c lu s io n  r e m a r k s .  D u e  to  th e  g e n e r a l i t y  o f  o b ta in e d  r e s u l t s ,  t h is  

o p tim iz a t io n  i s  a p p l ic a b le ,  a c c o r d in g  to  o u r  o p in io n ,  fo r  a n o th e r  

t e c h n ic a l  s y s t e m s  t o o ,  e , g ,  d i s c r e t e  t e c h n o lo g ic a l  p r o c e s s e s ,  t r a f f ic  

and  t r a n s p o r t a t io n .

R om an  B la s k o

I n s t itu te  o f  T e c h n ic a l  C y b e r n e t ic s  S A S  

D ú b r a v sk á  c e s t a  9  

8 4 2  37  B r a t is la v a  

C z e c h o s lo v a k ia



SCHEDULING MULTIPROCESSOR TASK UNDER RESOURCE CONSTRAINTS

O.Biai8wlcz§, M.Drabowski^ , O.W^glarz®

Poland

Ona of the  aesum ptlona  commonly imposed In  the  machine 

scheduling  th eo ry  I s  t h a t  each t a s k  I s  p ro c e s s e d  on a t  most 

one machine a t  a t im e .  In  f a c t ,  a l l  p o ly n o m la l - ln - t lm e  

a lg o r i th m s  as  w e l l  as  N P -com ple tsness  r e s u l t s  f o r  s c h e d u l in g  

on machines ( p r o c e s s o r s )  were o b ta in e d  on t h i s  a s su m p t io n .

Howevsr. In  r e c e n t  y e a r s ,  t o g e t h e r  w i th  the  r a p id  

development o f  m ic ro p ro c e s s o r  and e s p e c i a l l y  m u l t i - m i c r o p r o 

c e s s o r  s y s te m s ,  the  above a ssu m p tio n  has cea se d  to  be J u s t i 

f i e d  In  some Im p o r ta n t  a p p l l c a t l o n e . Thera a r e ,  f o r  exam ple,  

s e l f - t a a t l n g  a u l t l - m l c r o p r o c a a a o r  ayatams In  which ona 

p ro caaao r  i s  used  to  t e s t  o t h e r s  o r  d i a g n o s t i c  sys tem s in  

which t e s t i n g  s i g n a l s  e t l m u la t a  the  t e s t e d  e le m en ts  and 

t h e i r  c o r re sp o n d in g  o u t p u t s  a r e  s im u l t a n e o u s ly  a n a ly z e d .

Mhen f o rm u la t in g  s c h e d u l in g  prob lem s In  such a y s t s m s ,  one 

must tak e  I n t o  accoun t  th e  f a c t  t h a t  some t a s k s  have to  be 

p ro c es sed  on more th an  ona p r o c e s s o r  a t  a t im e .

These problems c r e a t e  a new d l r a a t l o n  In  th e  machine 

sc h e d u l in g  t h e o r y .  In  which p r e l i m in a r y  r e s u l t s  c o n ce rn in g  

the  p reem p tiv e  s c h e d u l in g  o f  t a s k s  r e q u i r i n g  one o r  two 

p r o c e s s o r s  ware o b ta in e d  In  t i l  , C2l f o r  the  s c h e d u le  l e n g th  

c r i t e r i o n .

In  t h i s  p a p e r  we s tu d y  an e x t e n s i o n  o f  the  model d e f in e d  

above by assuming t h a t  t a s k s  r e q u i r e  a d d i t i o n a l  r e s o u r c e s  

( e . g .  c h a n n e la ,  mamory, i / o  d e v i c e s ,  e t c . )  f o r  t h e i r  p r o c e s s 

i n g .  We show an impact o f  t h i s  a ssu m p t io n  on th e  c o m p u ta t lo -



n a l  c o m p le x i ty  o f  a lg o r i t h m s  f o r  c o n s t r u c t i n g  minimum l e n g th  

s c h e d u le s .
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THE FEflSIBILITV OF FEEDFORWARD MICRO-COMPUTER CONTROL 
MRNACEMENT OF INDUSTRIAL WASTE WATERS 

CONTAINING Cr 6 IMPURITIES

IN

József BODNAR^ Hun9ar»

. Feedforward coritrol techniques require accurate 
Mathematical models Providin9 the control Performance.where
as feedback controllers can operate well without these. Feed
forward control systems- however- offer advanta9es like a 
better Performance whenever we can measure the disturbances 
and the mathematical models are accurate. A sin9le feedfor
ward controller cannot operate successfully. As it is well- 
known- the accumulation of errors result in a si9nlficant 
deviation from the Prescribed values after a certain time. 
Additionally used simple feedback control looPs- such as 
ban9-ban9 or PID controllers can corrru9ate these failures.

In this lecture we will deal with the feedforward Part of 
a synthesized Cfeedforward-feedback> system.Our Purpose is to 
explain how microcomputers may be used for Provldin9 the 
feedforward control Performance in mana9ement of industrial 
waste waters containin9 Cr 6 Pollution.

Accurate mathematical models of continuous processes may 
be developed- by means of the trasPort equations. These equa
tions are Partial differential equations expressing the Laws 
of Conservation of mass- energy and momentum.Taking into 
account the stoechiometric equations of Cr 6 redoxi Process 
by means of nitruous acid and the Precipitation of Cr,Ojby 
caustic solution (where Q means either K or Na>-

( 1 ) QNÔ  ̂ + 8 QHSÔ + HNOĵ

( i i ) 2 HCrÔ + 3 HN0 j +  5 Ĥ S 2 Cr**' +  5 Ĥ 0  -t- 3 N0 J’

( i i i ) 2  Cr^* + 3 NO3 +  3 Q0 H a Cr^O, +  3 QN0 j-P

<iv) QHSÔ + QOH m Q̂ SÔ f  H ^ O

as well as the fact that the redoxi Process obeys the ratio 
equation of Langmuir-Hinshelwood tyPe

( v > .Jli.

dt 1 k^Cj_ + ki-ĉ '
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the mathematical Problem to be solved may be expressed as the 
fixed-Point Problem Pertairiiin9 to the first arid second 
initial and boundary value Problem of the Partial 
differentiation equation system

Cvi) D
ix”

9Ci
- <v+W) ----

Ox
+ a • f(c. --- (i=l

9t
3)

(vii) c^ Cx<0) ■ Cie< X Cj <0<t> * C3 0  < t ')j = 0

Ci <L,t>0< c, CL<t)*0

The solution of the above mentioned fixed Point Problem 
delivers us the setPoint values u and <0(t)ii.e. the 
velocity erid initial concentration of nitrious acid to be 
added to the waste water containin9 Cr £ impurities in order 
to Prevent Cr 6 Pollution.

Control may be maintained usin9 PSV techniques. The 
stora9e capacity requirement will be in this case =

= b <m+l> rTn_ = 700 Kbytes. dividin9 each fast variable 
»

into 10 equidistant se9ments. Usin9 La9ran9ian interpolation, 
a feedforward adaptive control may be Provided by low cost 
micro-coPuters and by means of a once and for all made 
database containin9 the setPoint values and the code numbers 
belon9in9 to them.

NOMENCLATURE

a^ istoechiometroc coefficients, b 1 number of bytes 
necessary for setPoint stora9e. c concentration. D ' dif- 
fusivity. ki, I reaction rate constants. L ' reactor length, 
m ' number of slow variables, n ' division Points of fast 
variables. PSV ' PrecomPuted SetPoint Value; method Published 
in I L.Fay. Can.J.Chem.En9. 62 (1984) 661-671

Kalman Kandó College for Electrical Engineering. 
Budapest VIII.
Tavaszmező u. 15-17
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OPTIMAL V/ATER QUALITY CONTROL BY TREATING THE EFFLUENT 

AT THE POLLUTION SOURCES AND BY FLOW REGULATION 

Agnieszka Bogobowicz 

Poland

Research is concerned wi-t* applying control theory con

cepts to a problem of water quality in river; The problem 

to be addressed deals with improvements in the dissolved 

oxygen balance and chlorides balance by treating the efflu

ent at the pollution sources and by flow regulation by 

means of multi-purpose reservoir. The last approach is 

considered for low flow periods. The task of controlling 

is formulated, as an optimization problem for a distributed 

parameters system, A partial differential equations model 

for Biochemical Oxygen Demand, Dissolved Oxygen, chlorides 

and open channel flow is given. The open channel flow is 

modelled by two one-dimensional equations/ linearized 

equations of B. Saint-Venant/. The concentration of DO,BOD 

and chlorides in the stream is modelled by three one-dimen

sional partial differential eqtiations of parabolic type.

A criterion functional is proposed in urtiich the control 

can be found as the solution of an optimization problem.

The methods of parametrical controlling for distributed • 

parameters system are applied. Existense of an optimal 

solution for our optimal control problem is proved and neces

sary optimality oondltlons are derived; A numerical solution 

is found and numerical algorithm is applied to an example 

using historical data from the section of Vistula river.

The section of river receives one major effluent discharge 

in the beginning and also the effluent discharges from the 

chemical factory on the section; Low flow augmentation
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is considered by using the reseirvoir on the tributary.

The problem is formulated within the framework of hierar

chical water management system in the large industrial 

region. For the five partial equations describing the sys

tem finite difference method and the "double sweep" method 

is usedi The minimization of a given performance index 

subject to -the assumed constraints is achieved by applying 

the penalty shifted method combined wlih the conjugated 

gradient methods

Institute of Geophysics 

Polish Academy of Sciences 

00-973 Warszawa, ul. Pasteia'a 3



PBRPOSMABCE ANALYSIS AND OPTIMIZATION OP THE DATA DINK 

AND COMMUNICATION DEVICE CONTROL PROCEDURES IN DISTRIBUTED 

MICRO/MINICOMPUTER SYSTHIdS

Leonid B. Boguslavslcy, Alekaander L. Stolyar 

(USSR)

We preaents a number of analltlcal reaulta of performance 

evaluation and optimization of communication control procedures 

(protocols) in computer networks. Some results- focuses on the 

protocols of DECnet, which refers to a family of packet-switched 

network products developed by Digital Equipment Corporation 

(DEC).

This approach is developed in order to serve two purposes: 

first, tó provide a tool for a fast and reliable performance 

evaluation of communication protocols, and second, to provide 

more insight into how the various parameters of protocol imple

mentations and the data channel, oommunication device and com

puter characteristics Influence the performance.

A queueing models are used for data link procedures which 

Include to bite-counting in information field of tha frame.

The example is well known Digital Data Communications Message 

Protocol (DDCHF). Explicit expressions for the maximum through

put as well as the mean transfer time of frames (messages) and 

mean buffer holding time in the presence of transmissions er

rors, time-out duration and some other detail are found.

These procedures are compared with ISO link control proce

dure HDLC. We find out that DDCHP is frequently more effective 

than HDLC in the cases of real combinations of the parameters. 

This is due te transmission error within an DDCMP head of the 

frame is detected with the help of a special 16-bit head check

ing sequence. Thus, the control information in the head of the 

frame can be used by a receive node even if an error oooure in 

the information field of the frame.

A general model of "Send Messages and Wait" communication 

procedures is concerned. This la a system with N finite queues 

where all the queued requests are served in one batch when the 

sarrer is switched on (M /G/l/^c system where >

 ̂ , A/ ). The service cost is independent of the number

X„ of batched requests. The requests which arrive
V



during the service phase are lost. Bxpllclt expressions are 

derived for the steady state probabilities and performance 

measures. Communication procedures differs from one another in 

the switching server strategies used. The problem of finding 

the optimal strategy la solved by means of finite state marko- 

vlan dlcision process.

Attention is paid to the DEG communication devices (hard

ware interface between the processor and the communication line) 

since computer network performance tend to be relatively sensi

tive to the choice of this particular component. Several types 

of FDF-11 and VAZ-11 computers and communication devices such 

as DL-11, DUF-11, DZ-11 and CAMAC Interfaces are considered. 

Analitlcal models are developed for all these devices. Explicit 

expressions for effective node throughput as a function of the 

number of communication devices and lines are derived. This 

analysis allow us to obtain optimum values of the number of 

communication lines and the time-out period for Interfaces 

without hardware positive acknowledgements.

The object of our studies was to provide information which 

would help determine what resources (eg. processors, communica

tion devices, communication lines) and protocol parameters are 

necessary to support arbitrary user distributed micro/minlcom- 

puter systems.
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Institute of Control Sciences 

Academy of Sciences USSR 

Frofsoyuznaya ul.65 

Moscow, GSP-312 

USSR
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APFRaXUlATIONAL UUI/ri-CRXISRXA. SOHSDULING IH 

OOHFUISR SXBTBHS

V.I.Borzaako, E^A.Xrakbteogsrts, V.H.ShsrsbaAov 

(USSR)

BffectlveiMaB of ooaputor systems depends largely on the 

methods of soheduling requests for computer resources. Only 

autooiatlo methods enable prompt reaction to a c\irrent situation. 

This gives rise to the problem of automatlo ordering (sorting) 

of an arbitrary set of objects representable as points In the 

paraMter space according to the stmicture of DM preferences 

(system manager Ideas about request ordering, In this case).

- A method of automatic multl«orlterla sorting Is proposed 

here relying on the aggregation of real (approximate) DU pre

ferences according to the oonstruoted theory of Integration 

of i>artlal sorting systems coordinated with the structure of 

DH preferences.

Ihe triple = C & ‘ ^

I g- Is strictly ordered Index set Is regarded as partial sor

ting of the original object set A. Thm ^rstem of partial sor

tings )  Is called coordinated with the

oholse.function Oz= 2 ^ )  reflecting the

etructxire of IR( preferences If t bm

oholoe with respect to sotting ̂

coincides with that with respect to the oholoe function 

^  ~ A sorting of the set A whose constraints on each

S ^ £  are equivalent to sorting XXg is referred to as global 

for tha system^ of partial sortlngtof the set A.

-for a given system, suffiolant oondltiona and existence 

criterion for global sorting have been obbidnedt and a solution 

ham been^found to the problem of uni gfnensss and ooostrustlon 

of such a scrtlag. In partiowlawt it was dnuxamtrated that if 

fMUlies./) and-Smeet some o<»vleteneas ocndltion, the par

tial sortlag system coordinated with an arbltraxy.-oholme-fune- 

tiom oaahe continued down to 'Uw astern of soxrtlng of all 

the subsets of i4 coordinated with and given sortings.
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To put It mor« oxactly, set VJ ^  A is called W'^-«et 

of the family 2^ if ^  W f^ X ^ Y '*^ ) said

YJ lY f \ 'Ö  » The family OC ^  Z *  is finitely V'*'-<oa^ot 

in tiie^faally “̂ ^ 2 *  if, for any finite subfamily “!Y ^£ y  , 

there is l i / ^  X  which is W*-set of y '  ,

Theorem. Let ^  be a system of partial sorting of the 

set ooordlnated with tiie ohoioe fuxKstion ^  * Qhe family^

is finitely W^-ocm^aet in the family of all the sorts ^

= f & i - t  «i»d, for eaoh , there will be 5

X ^ A  , Then, the global f o r  ^  sorting exists.

The following example of representation of families 

and ^  was employsd for the scheduling methodi set A is de

composed into, subsets A - i the elements of the family J8

axe sorted aocordlng to ^structure of IW preferenoest a re- 

presentatlwe is selected in eaoh sort , and the represen

tative set 3 ^  is sorted as well. ThaB, ^ = 2 * \

Evidently, suoh families satisfy the oondltlons of the 

theorem, for the oase o i  A -  R  , it is suggested to taka do

mains of small diameter as , and to sort them by means

of substitution ooefficlemts*

The above method was applied to automatlo sohedullng of 

ooiq[>uter task paokages, and, siaoe paokage versions rather 

than individual tasks were' considered as sorted objects, ons 

was able to take into consideration mutual Influence of tasks 

at package processing* Bffectiveness of the scheduling sort- 

ware SISHDOS was estimated over ten paokages of multi-step 

tasks presenting different reqvdrements for basic ooivuter 

resources (central processor time, main memory space, I/O ti

me). All the packages were many times run of the 18-1090 com

puter (main memory 512 Kbytes) under both standard and SISMIIOS 

sohedoling. lor each rum, a saw distribution of input priori

ties of package tasks was given.

The sismos program enables am the average 12.8# Imorease 

of OP loading, 10# Improvenent of main memory.operation,'amd 

14.2# reduction of task paokage processing time.

nrsTiTUTi or oortbol sciehok 
65 PBarSOXOZKAXA 

HOSOOV 117342 0S8S
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A P P L I C A T I O N  O F  B I N A R Y  P R O K R A M H I N G  F O R  T U R B O J E T  E N G I N E  

F A U L T  D E T E C T I O N

C . A . B o t s a r l s ,  S . G . T z a f e s t a s  a n d  S . A n a s t a s i o u  

G R E E C E

I n  t h i s  p a p e r  w e  c o n s i d e r  t h e  p r o b l e m  o f  d e t e c t i n g  f a u l t s  

i n  t h e  N P T  4 0 1  g a s  t u r b i n e  e n g i n e  f i t t e d  w i t h  s o l i d  s t a t e  e l e 

c t r o n i c  c o n t r o l s ,  u s i n g  d i s t i l l a t e  f u e l s  a n d  o p e r a t i n g  i n  a  

h o r i z o n t a l  a t t i t u d e .  T h e  f a u l t  d e t e c t i o n  I s  f o r m u l a t e d  h e r e  

a s  a  b i n a r y  p r o g r a m m i n g  p r o b l e m  o f  m a x i m i z i n g  a  l i k e l i h o o d  

f u n c t i o n  s u b j e c t  t o  c o n s t r a i n t s  d e s c r i b i n g  t h e  I n p u t - o u t p u t  

r e l a t i o n s  o f  t h e  u n i t s  o f  t h e  e n g i n e  a n d  p r o h i b i t i n g  n o n c a u -  

s a l  I l l e g a l  o u t p u t  { 2 } .

T h e  N P T  4 0 1  e n g i n e  u n d e r  c o n s i d e r a t i o n  c o n s i s t s  o f  f o u r  

m a i n  s u b s y s t e m s :  t h e  o 1 1  s y s t e m ,  t h e  f u e l  s y s t e m ,  t h e  e l e c t r i 

c a l  s y s t e m  a n d  t h e  m o t o r .  T h e  l o g i c a l  m o d e l s o f  t h e  e n g i n e ,  a s  

w e l l  a s  o f  I t s  s u b s y s t e m s ,  a r e  d e r i v e d  d e f i n i n g  t h e  o u t p u t  o f  

e a c h  u n i t  b y  a  l o g i c a l  f u n c t i o n .  T h e  m e t h o d  o f  r e p r e s e n t i n g  

r e a l  s y s t e m s  b y  t h e s e  l o g i c a l  f u n c t i o n s  I s  d e s c r i b e d  I n  { ! } .

I n  t h e  f i g u r e ,  y ^  I s  a  1 / 0  v a r i a b l e  r e p r e s e n t i n g  t h e  g o o d / b a d  

o f  t h e  o u t p u t  o f  u n i t  1 a n d  Z y  I s  a  1 / 0  v a r i a b l e  r e p r e s e n t i n g  

t h e  g o o d / b a d  o f  e x t e r n a l  I n p u t  j  o f  u n i t  1 .  T h e  ' s  a r e  1 / 0  

v a r i a b l e s  r e p r e s e n t i n g  t h e  o p e r a t i v l t y  ( g o o d / b a d )  o f  t h e  v a 

r i o u s  u n i t s ,  w h o s e  r e l i a b i l i t y  I s  d e n o t e d  b y  p ^ .

T h e  p r o b l e m  o f  f a u l t  d e t e c t i o n  I s  r e d u c e d  t o  t h e  p r o b l e m  

o f  m a x i m i z i n g .

N  1 - Q .

J(Q)- n p /  ( 1 - p J
1-1  ’  ’
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s u b j e c t  t o

n U )

(  n  y .  ) A  - 0  

k - 1  ‘ ■ k

I n  t h e  a b o v e ,  N  I s  t h e  n u m b e r  o f  u n i t s ,  n ( t )  I s  t h e  n u m b e r  o f  

u n i t s  o n  c y c l e  t ,  I s  t h e  l o g i c a l  f u n c t i o n  r e p r e s e n t i n g  t h e  

I n p u t - o u t p u t  r e l a t i o n  o f  o p e r a t i v e  u n i t  1 ,  a n d  I s  t h e  c o e f 

f i c i e n t  d e n o t i n g  t h e  a c c u m u l a t e d  e f f e c t  o n  y .  a s  I t  g o e s

*■1
a r o u n d  c y c l e  t .

T h e  a b o v e  m a t h e m a t i c a l  p r o g r a m m i n g  p r o b l e m  h a s  b e e n  s o l 

v e d  b y  a p p l y i n g  v a r i o u s  t e s t  I n p u t s  a n d  o b s e r v i n g  s o m e  o f  

t h e  o u t p u t s .  T h e  r e s u l t s  h a v e  b e e n  v e r i f i e d  I n  t h e  P r o p u l s i o n  

S y s t e m  L a b o r a t o r y  o f  t h e  H e l l e n i c  A i r f o r c e  A c a d e m y .

R E F E R E N C E S

1 .  E . S . S o g o m o n y a n ,  M o n i t o r i n g  o p e r a b i l i t y  a n d  f i n d i n g  f a u l t s  I n  

f u n c t i o n a l l y  c o n n e c t e d  s y s t e m s ,  A u t o m a t i c a  1 T e l e k e k h a n i c a .  

V o l . 2 5 . 1 9 6 4 .  p p .  9 8 0 - 9 9 0 .

2 .  T . W a t a n a b e ,  C . Y a s u n o b u  a n d  M . O ’ K u m a ,  F a u l t  d i a g n o s i s  b y  

m a t h e m a t i c a l  p r o g r a m m i n g ,  I E E E  T r a n s a c t i o n s  o n  R e l i a b i l i t y .  

V o l .  R - 3 0 .  N o . 4 .  1 9 8 1 .  p p . 3 4 5 - 3 5 2 .

3 .  N P T  4 0 1  t u r b o j e t , I n s t r u c t i o n  S e t - o p e r a t i n g  a n d  m a i n t e n a n c e  

I n s t r u c t i o n s .  J a n u a r y  1 9 7 9 .

C . A .  B o t s a r l s  S . G . T z a f e s t a s  S . A n a s t a s l o u

H e l l e n i n g  A i r f o r c e  A c a d e m y  C o n t r o l  &  A u t o m a t i c  G r o u p  H e l l e n i c  A i r f o r c e  

D e k e l l a  A i r b a s e ,  T a t o l  C o m p u t e r  E n g i n e e r i n g  D i v i s i o n  A c a d e m y  

A t t i k l ,  G r e e c e  N a t i o n a l  T e c h n i c a l  U n i v e r s i t y  D e k e l l a  A i r b a s e , T a t o

Z o g r a f o u  1 5 7 7 3 ,  A t h e n s , G r e e c e  A t t i k l ,  G r e e c e



OPTIMAL CONTROL METHODS FOR POWER SYSTEM OPERATION 

Dlpl.'Ing. Relnhard Brehmer» Dipl.-Ing. Peter Nenetz AUSTRIA

The operation of large power systems Is typically executed on three hierarchical levels^ 

which are conmonly named ■* regional control centre,

- district control centre,

“ substations and power plants.

Power systems have grwn continuously in size and ccsnplexity over years, while the techno

logical development of control equipment has proceeded much faster during the saaie period. 

So every few years new solutions and concepts on process computer hardware and software, 

as well as on telecontrol systems became available. Today, control equipment used In moat 

large power systems consists at least of two mainly different generations and/or dif

ferent manufacturers. The introduction of new concepts of power system control at every 

hierarchical level has to take into account the following main goals:

- system control must not be interrupted,

- cooperation with existing control equipment,

- data reduction to specific needs,

- optimisation of control equipment availability and reliability,

- minimisation of implementation costs.

While planning the modemlaation of the control system of the Viennese Electricity Board 

(WSE) all these facts had to be considered. On the level of the regianat control centre, 

a new comand ro<» will be built, whiqh allows parallel operation for the time of trans

ferring control functions from the old to the new centre. A big redundant computer system 

with 32 bit technology will perform all the above mentioned control tasfca.

On the level of the district ccxitrol centres, several yeara of emperieoce of using compu

ters for information processing and presentation is available. The first computerised 

remote control system by WSE was installed In 1977, already with computers In each of the 

substations too. Since then real time data from the substations is available in the 

control rooms both on CRT and data loggers. Bsck vp facilities are realised by a reserve 

system with mimic board and arowd 100 alarms per substation.

The substations of the network of the WSE are controlled from five district control 

centres. There are around ten substations controlled from each of these. A bigger sub

station typically consists of two or three voltage levels, that are 380 kV, 110 kV, 20 kT 

or 10 kV, with around 100 lines and 2000 alarms.



- 65 -

Besides the well known advantages of having exact data fast at hand, new problems did 

arise. Computers handle much more data and chat much faster then man. With more and more 

substations connected to Che system, 48 in 1985 with up to twelve per control room, the 

amount of data presented to the operator in case of bigger break* downs reached such 

proportions, that it could be of no help at all. The effect was even to the contrary, 

with the operator using the reserve system only, instead of the data presented by Che 

cooputerised system.

Another problem is Che reliability of big centralised information systems. You either 

have Co double it c<^letly or Instal a reserve system with severly reduced Information. 

The later means Chat no more detailed data is available in case of single computer system 

failures.

So when Che ^portunity arose to redesign the district control centres, steps were under* 

taken to overcome above problems. Instead of a single ccMoputer distributed system techno* 

logy will be used. A local area network (LAN) with three computers, one for Che c<Minunl- 

cation to the substations, one for the comnunlcation to the load dispatch centre and one 

for detailed data presentation to the operator will be installed.

Instead of leaving out less Important information alltogether, all available data is 

still brought to Che control room, but can now be sorted in several ways, regarding to 

Che specific needs of the operator.lt is also planned to store original data of break

downs Chat occur and use it for training purposes.

All these features and several others like help functions, alarm descriptions etc. are 

easily used with a comfortable man-machine- interface based on aenue technique.

So after Che first step of computerised control, that is including in the system as much 

information as is possibly needed, the next step will be the reduccicm to few but highly 

relevant data. Biis second step is not only the more important one, but also the much 

more difficult one. Excepting, transmitclng and presenting of information is not any more 

enou^. Concentrating and priority structuring becomes Che main point in the use of 

computerised control methods in energy distribution systems.

Dipl.Ing. Reinbard Brehs^r 

Wr. Stadtwerke E-Uerke 

Marianneng. 4-6 

A-I090 Vienna

Dipl.Ing. Peter Neaetz 

Osterr. Brown Boveri-Werke 

Pemerstorferg. 94 

A-1101 Vienna
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Optimal Control of age-structured populations

Martin Brokate (F. R. G.)

In this talk we consider optimal control of an age-structured 

population. A typical special case is the following optimal 

control problem:

T «

Maximize | | u(t) p{a,t) da dt 

0  0

subject to the constraints (on 0 ̂  a, 0  ̂t $ T)

( Á  * M (a,p(t) ) p (a,t) + u(t)p(a,t) = 0

p(a,0) = r p(0,t) = bit)

b(t) = I e(a,p(t))p(a,t)da 

0

p(t) = I p(a,t) da

Here p(a,t) denotes the population density with respect to 

age a at time t , u(t) the harvesting effort (the control), 

b(t) the birth rate and p(t) the total population.

The author has proved a Pontryagin-type maximum principle, 

which can be applied to the problem above if S and u are 

differentiable functions of p



67 -

The proof is based upon evalutlon of abstract multiplier rules 

in Banach space.

If the control appears nonllnearly, the Pontryagin-type max- 

-condition is obtained for distributed controls u = u(a,t) ; 

otherwise, the differential version of the maximum principle 

holds.

We also comment consequences and special cases of the theorem.

Martin Brokate 

Institut für Mathematlk 

Unlversitat Auosburg 

8900 Augsburg

Federal Republic of Germany
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EXPEtaMENl'S IN CALCULATION OF GAME I'.QUILIBiaA 

USING NONSMOOTH OPTIMIZATION 

Piotr Bronlaz, Lech Kxniá 

POLAND,

The paper deala with computational probléma In inter

active ayatema aiding analyaia and deciaion making in 

game ait\iationa« New ideas of auch interactive ayatem in 

the oaae of conflicting goala of playera haa been propo- 

aed by Vierzblokl,1983* The interactive ayatem ia conai* 

dered aa a tool for analyaia of conflict proceaaea and 

for leading apecial mediation procedure in the game. Ana

lyaia of conflict ia baaed on aelection of aatiafioing 

game equilibria and on definition of conatructive and de- 

atructive behavioiir of playera. The aelected equilibrium 

treated aa poaaible atatua quo point can alee be baaia 

for conducting the negotiationa. From mathematical point 

of view, aelection of game equilibria boila down to maxi

mization of an appropriate function ever the aet of Naah 

equilibria. That ia eptimization of a nendlfferential 

f\mction over a nenoenvex aet. Fiahing game /Vierzbiokl, 

1 9 8 3 / servea aa an example in coroputatienal experimenta 

reported in the paper. The experimenta <!̂eal with calcula

tion of aatiafioing game equilibria for aaaumed achievement 

functiona and aapiratien levela of playera. Nonamoeth 

optimization algorithm, elaborated by ITiwiel,198^,
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has been utilised in the experiments. Penalty function 

approach has been used to fulfil the Nash conditions. 

Calculations for different penalty coefficients, asstuned 

accuracy of optimization, different start points and 

different aspiration lev^s of players have been perforated.

Keferences.

Kiviéi E,C., 1984,"A linearization alg:orithm for constrained 

nonsmooth minimization", Xn: System Modelling and Optimi

zation, P, Thoft-Chrlstensen ed•,pp.311-320, Lecture 

Notes in Control and Information Sciences 59» Springer, 

Berlin,

Vierzbicki A,P.,19^3,"Negotiation and mediation In conflicts 

It The rolo of ■athMatloal appromehea and nothoda”.

VP-8 3-106, IIASA,|jaxaaburg, Ana tria,

Syatoaa Raaearoh Xnatlinta 

Poliah Aoadaay of Solenoaa, 

Vevolaka at, 6,

0i~kk7 Varaav,

POLAND.



Antisymmetric Matrices, Staircaso FuncLtons and LP 

by

C, G, Broyden 

United Kingdom

This paper outlines a proof of the Theorem that, for any real 

TA » “A , there exists an x ^  0 such that Ax ^  0 and x + Ax > 0.

It shows that. If x(9) is such an x corresponding to the matrix 

A + 0(pq^ - qp^), where 0 is a scalar parameter, p,q^R^,

p,q >_ 0 and p^q = 0 then if r(0) “ q^x(0)/p^x(9),

r(0) is a "staircase function" of 9 and is multi-valued on a finite 

set of values of 0.

The use of these "staircase functions" not only facilitates the proof of 

the Theorem but enables several (somewhat Inefficient at present) 

algorithms for solving the general LP problem to be constructed.

Finally, it is shown that Farkas‘'s Theorem, and other duality theorems, 

are but special cases of the above Theorem.

Department of Computer Science, 
University of Essex,
Wlvenhoe Park,
Colchester,
Essex,
C04 3SQ,
England.



dTABXLIÜATION OP THK 3KÜANT MKTHOD VIA QUASI-NaVTON APPROACH

O.P. Burdakov (U3BR)

We consider the system of nonlinear equations

i(x) = 0 , (1)
where the mapping f : is sufficiently smooth. It is known,

that the sequential (n+1)-point secant method for solving (1) can 

be written as

*k+1 “ ^k - > ^2)

where the matrix approximates f (xĵ ) and is updated by

some rank-one quasi-Newton formula.

In fl] a method of the seceint type for system (1) with symmet

ric Jacobian matrix f (x) was proposed. It is shown there, that tbe 

sequential (n+1)-point symmetric secant method has the form (2), 

where Jĵ  is updated by some rank-two quasi-Newton formula.

The main advantage of the traditional secant method as well as 

its symmetric variant is that they have a superlinear convergence 

evaluating the mapping f only once at each iteration. At the same 

time their common disadvantage is unstabllity connected with the 

fact that for n>1 the seceuit plane may not converge to the tangent

r ^
plane. A danger of unstabllity appears when the directions 

where AXĵ  « *i+i " *i ’ linearly dependent. Por this re

ason a superlinear convergence is proved usually under the assump

tion that there is ej > 0 such that

|det(Ax^_,/|AXjj_Jj,...,Ax^_jj/(|Ax^_Jl)|^^ V k > 0  , (3)

but as a roole this Inequality Is violated in practice.

In the most known stable variants of the secant method some 

of the vectors are substituted by some of another ones so

that the obtained vectors satisfy 6tn inequality analogous to (3). 

The approximation Is completely determined by the obtained n 

vectors. It demands additional (with respect to the sequential



(n+1)point secant method) evaluations of the mapping f.

Some symmetric and nonsymmetric stable methods of the secant 

type are proposed in [2 ], where only part of the vectors 

is used for computing Jĵ  , i.e. the vectors with the indeces 

i=i^,ig,...,iĵ  where i^ok-1 and 1< n (1 depends on k) are used.Por 

stabilization, these indeces are chosen to satisfy the inequality 

d e t ( T , . . . , i i ^ ^ / | l A x ^ J | ) )  5 -^^ V k ^ O  ,

where r  is the Gram matrix. The matrix Jĵ  is updated by some rank- 

one (in nonsymmetric case) and rank-two (in symmetric case) quasi- 

Newton formulas so that it is determined partly by 1 vectors men

tioned above and partly by the previous approximation Jĵ _̂  . The 

methods [2 J need not additional evaluations of the mapping f.

The aim of the present paper is to discuss some known stable 

varieuits of the secant method and to propose some new variants 

based on [2 ],

RBPERBNCJE3
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/jDstract.

Rainer E. Burkard: "Assignment Problems: Recent 

Solution Methods and Applications".

If person P. (i=1,2,...,n) can handle jobs J. O

we can ask: Can every job be assigned to a person 

such that every person handles exactly one job? This question, 

well-known In combinatorics as "marriage-problem" admits also 

a weighted version leading to "optimal" assignments of jobs to 

persons, where optimal refers to a given objective function.

We shall discuss recent computer implementations for solving 

such problems with a linear objective function. Some general 

ideas will be outlined which have led recently to a drastical 

reduction of the computer time spent. Further we will mention

some special cases (depending on a special structure of the

2
cost matrix) which can be solved in 0 (n ) time by special 

purpose algorithms.

Linear assignment problems play an important role as sub

problems in many more involved situations. We shall show how 

an optimal time-slot assignment for a time division multiple 

access system (TDMA-system) with fixed 2n switch modes can be 

determined via a linear assignment problem. Such TDMA-systems 

occur for ex2unple in connection with communication via 

satellites. Another recent application which will be commented on 

concerns the determination of certain structural properties of
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large-scale linear systems.

A mathematically more general formulation of the objective 

function leads to (linear) assignment problems with objectives, 

such as bottleneck objectives, lexicographical objectives, 

time-cost objectives and many others. These problems can be 

treated in more or less the same way as the classical linear 

sum assignment problem.

If we consider mutual interdependencies between the elements 

which are to be assigned to each other, we arrive at the quadratic 

assignment problem, a model of wide use in different areas of 

applications:

To be more specific, let us consider a locational decision

problem. For erecting n new buildings fc>ffices, dormitories,

shops, etc.) on a ccunpus n possible sites are available. Let

a., be the distance between site i and site k and let b., ik 3 I

be a measure how many persons per week walk from a building with 

function j to a building with function 1 . Since 

measures the total walk length if building j is erected on 

site i and building 1 is erected on site k , we want to 

find an assignment <p of buildings to sites such that

ill k=1

attains a minimal value.

We shall describe in which way QAPs occur in backboard wiring 

problems, in keyboard design as well as in the analysis of
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Chemical reactions or at sequencing a team in a relay race. 

Since QAPs are NP-hard, only heuristic algorithms are available 

for solving larger sized problems (size i  15). We shall 

describe some bound techniques which may be used in optimal 

or suboptimal enumeration algorithms and focus on a newly 

developed simulation approach for solving QAPs. Moreover we 

will point out some special cases which admit a solution in 

polynomial time.
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for anyA*0, then y is called an infinite nonincrens i ny-; directioii o' 

f(x) (at the point x); if there exists such tl.at f(x t»\y )<f (x )<!■•

for any\>0, then y is called an infinite descent direction of f(x)

(at the point x).

Definition 3. T,et ytR^, y/ 0. Tf tl-ere exists x ^ C  such that 

x+xy^C for everyAaO, then y is called an infinite direction (at 

the point x) in C or an infinite feasible direction of (P) (at x).

Tf an infinite feasible direction y of (P) is an infinite nonincrea- 

eing (or infinite descent) direction then y is called an infinite 

nonincreasing (or infinite descent) direction of (P).

Let ycR^, y / 0* If

(1) Í2) I  . 0 if y.1

(l)y
1  ^ 0 if y^

Definition Let 0 (x) be a real-valued function (include ge

neralized number*®) and ytR^, y / 0. If for any and

we have 0 then 0 is called a y-nonde-

creasing function on r”.

Theorem 1. Suppose (P) has feasible solutions, but hasn't any 

optimal solution aiid (DP) has a strong feasible solution (w^, x^). 

Then for any infinite nonincreasing direction y of (P) we have

(I) All (jû , x^+xy) are strong feasible solutions of (DP) 

for anyAáO;

(II) For any\i?0 we have

f(x +xy) = f(x )^+pot » g(x +xy) a n  g(x )^+oo*

Corollary 1. Suppose (P) has feasible solutions, but hasn't any 

optimal solutions, and there exists an infinite descent direction 6f 

(P) such that y is an infinite descent direction of f(x) for any 

x ^ R ^  and f(x)^+eo. Then (DP) hasn't any strong feasible aolbitions.

Corollary 2* Suppose (P) has feasible solutions and (DP) has a 

strong feasible solution (iî , x ), If one of the following two con

ditions is satisfied;

(I) M(x®) =|t|f(x®+ ty) B min f(x^+xy)} is bounded;

(II) N(x^) =j t|a®'^g(x*^+ ty)=*ln u*^g(x*^+xy) Is bounded,
*■ A^O

then (P) has an optimal solution.

vf(x) denotes the gradient of f(x) at x. Q(x) denotes the Hessian 

of f(x) at X. Let
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J(x) .

where (x) is the characteristic root of G(x).

Definition k. Let f(x)éC^» that is, with continuous second par

tial deriTatives on r” , and 7 ^ 0 *  there exists H >0 and

such that ^‘(x)iS~when x^My, iéJ(x), Ttien f is called a singu

lar conrex function in the direction of y»

la the case of linear constraint, C *^x[b-Ax^oj, where bfe 

A is an m a n  matrix, we denote the primal and duad prol^ams by (P*) 

and 0P*) SMi respectively.

Theorem 2. Suppose (P') has feasible solutions, but hasn't any 

optimal solution, f(x)€ and f is a singular convex function in

any infinite descent direction y of (P')» Dien inf f(x) s-ao.
x é C

From Theorem 2 we can get some well-known existence theorems on 

extreme value for linear and quadratic convex functions.

nieorem Suppose (P*) has feasible solutions, but hash't any 

optimal solution, and f(x) has finite values on C. For any infinite 

descent direction y of (P') there exists M»-0 such that whenever 

N^Hy, D'*'f(x,y) is a y-nondecreasing function at points x where 

f(x) has finite value. Then (DP*) hasn't any strong feasible solution.

From Theorem 3 can get some important existance theorems of 

the optimal solution of dual <program. For example, if f(x) is a se

parable function and the primal program has feasible solutions, and 

it hasn't any optimal solution, then its dual program hasn't any 

strong feasible solution; if the primal program has feasible solu

tions and its dual program has a strong feasible solution, then they 

both have optimal solutions and their optimal values are equal.

Note: the right-sided derivative of f(x) in the direction of 

y at X.
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O p t i m a l  F e e d b a c k  C o n t r o l  W i t h  M o d e l  U n c e r t a i n t y  

C h e n g - C h i h  C h u  a n d  E .  B r u c e  L e e  

D e p a r t m e n t  o f  E l e c t r i c a l  E n g i n e e r i n g  

U n i v e r s i t y  o f  M i n n e s o t a  

M i n n e a p o l i s ,  MN 5 5 4 5 5

A B S T R A C T

T h e  m a i n  t a s k  o f  a  f e e d b a c k  c o n t r o l l e r  i s  t o  p r o v i d e  s a t i s f a c t o r y  

p e r f o r m a n c e  o f  t h e  c o n t r o l l e d  s y s t e m  i n  t h e  p r e s e n c e  o f  u n c e r t a i n t y .  T h i s  

r e q u i r e m e n t  w a s  t h e  o r i g i n a l  m o t i v a t i o n  f o r  t h e  d e v e l o p m e n t  o f  f e e d b a c k  s y s t e m s ,

i . e . ,  f e e d b a c k  i s  r e q u i r e d  o n l y  w h e n  s y s t e m  p e r f o r m a n c e  c a n n o t  b e  a c h i e v e d  

b e c a u s e  o f  u n c e r t a i n t y  i n  s y s t e m  c h a r a c t e r i s t i c s .  U n c e r t a i n t y  m a y  b e  m o d e l e d  i n  

m a n y  d i f f e r e n t  w a y s ;  t w o  t h a t  s e e m  e a s y  t o  u s e  a r e  e i t h e r  a s  e x t e r n a l  i n p u t s  

( e . g . ,  d i s t u r b a n c e ,  m e a s u r e m e n t  n o i s e ,  e t c . )  o r  a s  p e r t u r b a t i o n s  t o  t h e  n o m i n a l  

m o d e l  ( m o d e l i n g  e r r o r s ) .  T h e  p e r f o r m a n c e  o f  a  s y s t e m  w i l l  b e  m e a s u r e d  i n  t e r m s  

o f  t h e  b e h a v i o r  o f  t h e  o u t p u t s  o r  e r r o r s .  T h e  a s s u m p t i o n s  w h i c h  c h a r a c t e r i z e  

t h e  u n c e r t a i n t y ,  p e r f o r m a n c e  a n d  n o m i n a l  m o d e l  d e t e r m i n e  t h e  a n a l y s i s  a n d  

s y n t h e s i s  t e c h n i q u e s  t o  b e  u s e d .

A l t h o u g h  o p t i m a l  c o n t r o l  t h e o r y  ( a n d  W i e n e r - H o p f - K a l m a n - B u c y  O p t i m a l  C o n t r o l  

T h e o r y )  h a v e  b e e n  d o m i n a n t  p a r a d i g m s  f o r  t h e  p a s t  2 0  y e a r s ,  t h e i r  i n a d e q u a c i e s  

w i t h  r e s p e c t  t o  u n c e r t a i n t i e s  a n d  i n f i n i t e  d i m e n s i o n a l  s y s t e m s  ( e x c e p t  a d d i t i v e  

n o i s e )  h a s  r e n e w e d  t h e  i n t e r e s t  i n  t h e  c l a s s i c a l  c o n t r o l  " f r e q u e n c y - d o m a i n -  

a p p r o a c h "  i n  r e c e n t  y e a r s .  T h i s  d i r e c t i o n  p r o v i d e s  u s e f u l  d e s i g n  t o o l s ,  

i n c l u d i n g  s i n g u l a r  v a l u e  a n a l y s i s  a n d  l o o p - s h a p i n g  t e c h n i q u e s  f o r  s y s t e m s  w i t h  

l i n e a r  d y n a m i c  m o d e l s .  H o w e v e r ,  s o m e  o f  t h e  m e t h o d s  w h i c h  a r e  b a s e d  o n  

" s i n g u l a r  v a l u e s "  s t i l l  r e q u i r e  r a t h e r  r e s t r i c t i v e  a s s u m p t i o n s  o n  t h e  

u n c e r t a i n t i e s  w h i c h  a r e  e s s e n t i a l l y  m o d e l e d  a s  a  s i n g l e  n o r m - b o u n d e d



" u n s t r u c t u r e d  p e r t u r b a t i o n s " .  A  s t r u c t u r e d  s i n g u l a r  v a l u e  ( S S V )  a p p r o a c h  h a s  

b e e n  i n t r o d u c e d  t o  c o v e r  t h i s  d e f i c i e n c y  w h e r e  t h e  u n c e r t a i n t y  i s  i n  s t r u c t u r e d  

b l o c k - d i a g o n a l  f o r m .  T h e  S S V  a p p r o a c h ,  t o g e t h e r  w i t h  t U  o p t i m i z a t i o n  t h e o r y ,  

a l l o w s  o n e  t o  h a n d l e  s o m e  o f  t h e  p e r f o r m a n c e  a n d  u n c e r t a i n t y  a s p e c t s  o f  f e e d b a c k  

c o n t r o l  f o r  l i n e a r  m o d e l s  i n  a  u n i f i e d  f r a m e w o r k .  R e c e n t  r e s e a r c h  i n  r o b u s t  

m u l t i v a r i a b l e  c o n t r o l  t h e o r y  h a s  p r o v i d e s  s o m e  t o o l s  f o r  a n a l y z i n g  c o n t r o l l e r s  

f o r  u n c e r t a i n  s y s t e m s  a n d  h a s  l e d  t o  c e r t a i n  t e c h n i q u e s  f o r  s y n t h e s i s .  W e s h a l l  

s e e  h o w  p r a c t i c a l  f e e d b a c k  c o n t r o l l e r  d e s i g n  c a n  s o m e t i m e s  b e  d o n e  u s i n g  t h i s  

a p p r o a c h .  E x a m p l e s  w i l l  b e  u s e d  t o  i l l u s t r a t e  t h e  p r o c e d u r e s .

T h e  S S V  i s  s t i l l  m u c h  t o o  c o n s e r v a t i v e  f o r  m a n y  i m p o r t a n t  c l a s s e s  o f  

p e r t u r b a t i o n s ,  e . g . ,  r e a l - p a r a m e t e r  v a r i a t i o n s ,  w h i c h  i s  a  c o m m o n  u n c e r t a i n t y  i n  

l i n e a r  m o d e l s  o f  a  s y s t e m .  T e c h n i q u e s  f o r  h a n d l i n g  r e a l  p a r a m e t e r  v a r i a t i o n s  i n  

t h e  a n a l y s i s  a n d  d e s i g n  o f  f e e d b a c k  c o n t r o l l e r s  w i l l  a l s o  b e  a d d r e s s e d .  I n  

a d d i t i o n  t o  s i m u l t a n e o u s  s t a b i l i z a t i o n  o f  a l l  p o s s i b l e  s u c h  p a r a m e t r i c  s y s t e m s ,  

w e  s e e k  t e c h n i q u e s  f o r  o p t i m i z a t i o n .
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SIMULATION MODEL FOR DETERMINATION OF OFTIMAL RESERVOIR 

CAPACITY IN PRODUCTION SYSTEMS

Vlatko Ceric 

Mladen Mauher 

Yugoslavia

Stocks of raw materials, in chemical industry being very often 

in form of fluids accomodated in reservoirs, have to enable the 

stable production. The economic goal is to minimize the total costs 

of reservoir system construction and operation. In the modeling and 

analysis of various aspects of inventory systems, the simulation 

technique has shown to be appropriatê .

In this paper we shall examine the production system consisting 

of the arrival of tank cars (or tank trucks) with the fluid, the 

reservoirs for fluid storage and the production which takes the fluid 

from the reservoirs as the raw material. The tank cars with the fluid 

can be of various capacities and types (tank cars or tank trucks). 

Tank cars arrive to the reservoir area where they wait for unloading. 

On the other side, the production line has some dynamic of demand for 

fluid from the reservoirs. The interarrival time of tank cars, the 

capacity and type of tank cars and the dynamic and intensity of 

demand for fluid by the production line are of stohastic nature with 

various probability density functions (theoretical or empirical 

ones). Described characteristics are corresponding to systems 

exhibiting large stohastic fluctuations of demands for the raw 

material and of realization of raw material purchasing.

The determination of optimal capacity of reservoirs can be 

represented as the problem of minimization of sum of costs of 

reservoir system construction and costs of waiting of tank cars for 

unloading the fluid into the reservoirs (waste time). The reservoir 

volume can be constructed as the set of reservoir modules of given 

magnitude. To enable the comparison of costs, the reservoir 

construction cost is reduced to the cost per some time period 

(e.g. one year) by taking into account the reservoir lifetime.

On the other hand, the future costs of tank cars waste time are 

discounted on the present value by takiijg into account the time 

value of money, and are summarized over the same time period (one 

year). Costs of tank cars waste time depend upon the type and 

capacity of tank cars.



The basis for seeking the optimum reservoir capacity is the

simulation model of arrival, storage and consumption of raw material 
2

in production systems . The model is programmed in the GPSS simula

tion language and implemented on the UNIVAC 1100 computer. The model 

verification and validation was performed by using tests for program 

logic correctness, faithfulness of input stohastic variables distri

butions generation, and comparation of the model reservoir contents, 

tank cars queues characteristics and system costs with the real 

system datâ .

The simulation experiments with the model of the system were 

performed with the aim of seeking the optimum number of reservoir 

modules (i.e. for the reservoir system total capacity) with given 

unit costs, dynamic and structure of tank cars arrivals and dynamic 

and intensity of production requests for fluid. The elimination of 

initial bias was taken into account by preliminary simulation of two 

years of system operation after starting from the empty state, and 

discarding the accumulated model statistics. For the comparison of 

alternative configurations of reservoir capacities under the 

alternative queueing disciplines, we use the correlated sampling
3

variance reduction technique .

The results of the simulation experiments have shown that the 

optimum reservoir capacity significantly depends upon the queueing 

discipline used. The first queueing discipline used was one without 

priorities, while in the second one tank cars types and capacities 

with higher waste time costs had the greater priorities.

The queueing discipline with priorities gives the less total amount 

of optimum reservolre capacity.
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üp riEüOUiíCi AlLüCATIUN

A.P,Cherenkov 

UooH

Consider the process of resource allocation consisting of 

two successively realized stages. The efficiency P(y,t,o) of 

the process depends on the strategy y of the aeoord stage, an 

unkno.vn parameter t and its estimate s received after the 

first stage. The strategy x of the first stage makes informa

tion about t more precise. Values x,y,t are vectorial. Quanti

ties of the resources intended to accomplish the first and the 

second stages, C and D respectively, depend on corresponding 

strategies, and their sum does not exceed Ki C(x) + I)(y) > K. 

It Is necessary to choose a manner of the resource allocation 

between and within the stages.

It may be one of two versions of information for each 

stage. Before the beginning of the stage the parameter t is 

random or uncertain. Before the first stage either a priory 

frequency distribution function p(t) or the domain T of the 

permissible values of t is known. Before the second stage ei

ther a posteriory frequency distribution function p'(t;s, 

h(x,s)) where s and R are the distribution parameters (s is 

the mathematical expectation, H is the correlation matrix) or 

the domain T'(s, R(x,s)) of the permissible values of t where 

s detemines location of the centre and R does size of the do

main 'T' becomes known. In the both cases the function R(x,s) 

characterizing the efficiency of the strategy x Is known befo

rehand, and e is fixed after the first stage. Information 

about s which is available before the first stage is restric

ted by a priory data concerning t.



Depending on the character of information about t before 

the first and the second stagies the following four versions 

of the problem are possible:

max f max ( ip(y,t.a)p'(t;s,H(x,s)) dt) p(s) ds,
XÉ X ye Y_

- 85 -

i min P(y,t,s) p(s) ds,
xe X ye te- T'(a,R(x,s))

max min max F(y,t,s) p* (t; s, H(x,s)) dt, 
xe X se T ye y

max min max min F(y,t,s),
x e X  se T t e T'(s,R(x,s))

Here X ■ {xi C{x) 6 k] i ^x “ C(x) + D(y) ^ Kj , and the 

variables In all the Integrals vary over their natural domains. 

On solving these problems having In mind the multldlmen- 

slonallty of the veotors and Integral form of the criteria of 

optimality It Is worth-while to use the methods of stochastic 

optimisation.

As an example of practical realization of the described 

model an eoonomlc-mathematloal model of search for mineral de

posits (oil or gas) can be cited. For this model numerical 

calculations have been carried out. In this case the parameter 

t characterizes location, shape and size of plots under consi

deration; the first stage Is geophysical prospecting, its 

strategy x determines the intensity of use of different geo

physical methods on different plots; the second stage Is explo

ratory drilling, quantities and location of bore holes depend 

on its strategy y; the value F Is prospected quantity of mine

rals.

Comwting Center of the USSR 
AoadMiy of Sciences 
40 Tavilov str. MOSCO* 117333 
USSR
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Nonlinear Parameter Estimation by Global Optimization

Tibor Csendes, Bálint Daróczy and Zoltán Hantos

Hungary

A method for finding the global minimizer of a 

nonlinear parameter estimation problem is presented.

Our task was to fit lumped parameter models of 

the respiratory system to the subject's measured me

chanical impedance. We use the following objective 

function :

W m 1z(f. ) - z(f.,x)I'
1/m E - - -----

i=l lz(f^)r

where z and z are the measured and modelled complex 

impedances, respectively, x is the vector of model 

parameters and the are frequency points. The

constraints are represented by simple bounds :

a. á X. ^ b. ; a., b. € R, j = 1,2,...,n. 
3 3 3 3 3

Since this relative least-mean squares problem is in 

general not unimodal, we applied a global optimization 

method to find the best fitting model. The use of such
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a procedure resulted in a very effective parameter es

timation program.

In our algorithm a sampling technique is applied 

to select promising starting points for the local op

timization. A clustering procedure ensures efficiency 

of repeated local searches. Since our objective func

tion is of the sum-of-squares type, we implemented a 

combination of Levonberg-Marquardt procedure and random 

walk to locate local mlnlmlzers.

The results of procedure tests eind numerical ex

periences are reported.

Kalmár Laboratory of Cybernetics, 

József Attila University 

H-6701 Szeged, P.O. Box 652 

Hungary
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BALANCED REALISATION
FOR

DISCRETE-TIME INFINITE DIMENSIONAL SYSTEMS 

Ruth F, Curtain, The Netherlands

For finite dimensional systems the class of balanced realisations 14 
defined as those whose controllability and observability Grammians are 
both equal of the same positive diagonal matrix. The diagonal entries 
are in fact the singular values of the Hankel operator of the sytem and 
contain essential information about its behavior. Balanced realisations 
have special structural properties and their truncations usually provide a 
good reduced order model of the original system. In this contribution we 
examine the concept öf balanced realisations for stable discrete-time 
infinite-dimensional systems and investigate the possibility of reduced 
order models based on balanced realisations.

Prof.Dr. Ruth F. Curtain 
Rijksuniversiteit Groningen 
Mathematisch Instituut 
Postbus 800 
9700 AV Groningen 
The Netherlands
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gíKTIlüSlS OF NEAR TIME-OPTIMAL CONTROL ARD REALIZATION 

OF CONTROLLERS FOR NONLINEAR OSCILLATING PLANTS

Ch.Iv. Damyanov, L.At. Gunchev, L.K.TemelVov 

Bulgaria

The paper studies the optimal motion of nonlinear osci

llating plants described by Duffing and Van der Pol equati

ons. The time-optimal control design of such plants is a 

hard task as a rule. There are a number of peculiarities 

concerning these systems. For certain values of the system's 

parameters there start relaxational oscillations which at 

given circumstances turn to stochastic oscillations. When 

the control u « 0, the studied system has a single periodic 

solution, all solutions converging into it, no matter what 

initial conditions may be. To keep the system in its equili

brium state, a suitableuis needed. It is chosen in such a 

way as to keep the system's motion along trajectories, cor

responding to the time-optimal transient processes of the 

system.

Depending on the dynamic structure of the plant, the 

configuration of the switching line is more or less compli

cated. For practical realization are needed control struc

tures which perform a division of the state plane into areas 

that approximately (with a defined before_hand error) cor

respond to the areas of optimal division. So the areas are 

determined through a piecewice - linear approximation of the 

optimal switching lines.

The paper suggests control structures performing piece

wise - linear approximation of the optimal switching-lines 

of plants, described by the equations:

3t + jH (x^ - 1) X + X « u ; (Eq. of B.Van dér Pol) (1)

i t + r ( j < x ® + l ) x  = u ,  (Bq. of G. Duffing), (2)

where r and are parameters; |u| < 1  .

The control structures are set up of elements with li

near and relay characteristics. The control design is based 

on the method of the equivalent signum-functions. The paper



'1 i FCU'nniiic Uie control f-tnjcturfír. 

>:\s, vstT'iictaree őrt’ of t>io f_‘0~crll«

r-i vr'ii ín . I • • I i -

i pnrM I lel l. •

u(x) = si;rr: slfo( 'i? p̂)]

u(x) = slí̂ n [ ^ 2  + E  ] ’

( })

(O

i.(j = 0.1.2), f. are paramétere; x=[Xĵ ,Xpĵv;here

V = (m - l)/2 .

Using control structures (3) and (4) we can design con

trollers for different cases of nonlinear oscillating second 

order plants from the engineering practice.

The paper illustrates in applications the suggested ap

proach for the design of a closed-loop (on the state coordi

nates) near-optimal system, involving plants of type (1) and 

( 2 ).
The presented near-optimal control structures are orga

nized on analog, as well as digital devices-raicroprocessors 

and microcomputers. The question of constructing a micropro

cessor near-optimal control device is also discussed. The 

hardware capabilities of the device are determined by an 

9 - bit microprocessor I'CbSOO, the necessary RAM/ROM me

mory and the input/output drivers.

The functioning of the control device and the necessary 

software were modelled on a microprocessor development sys

tem "Tektronix 3002". The device works in "real time" and 

"learning".

Ch. Iv. Damyanov

L. At. Gunchev

L. K. Temelkov

Higher Institute for Pood and Flavour 

Industry,"Lenin" bil.26,4000 - Plovdiv.

Higher Institute of Mechanical and Elec

trical Engineering (VMEI"Lenin",Depart, 

of Automatica,bl.2), Sofia - 1156. 

Institute of Optics,"Anton Ivanov" 

bul. 5a, Sofia - 1126.
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THE BENCHMARK CHRONOLOGICAL SIMULATION MODEL, A NEW TOOL 

FOR A BETTER UNDERSTANDING OF THE ECONOMIC AND PHYSICAL 

BEHAVIOUR OF ELECTRICAL GENERATING SYSTEMS

J.K. Delson

Electric Power Research 

Institute

Palo Alto, CA 94303 

U.S.A.

W.L. Stillinger

Northeast Utilities Service Co.

Hartford, CT 06141

U.S.A.

R.T. Jenkins

Tennessee Valley Authority 

Chattanooga, TN 27401

U.S.A.

R. Beune and N. Halberg 

N.V. SEP 

6800 ET Arnhem 

The Netherlands

INTRODUCTION

Through the cooperative effort of several utility c o m p a 

nies, a computer program has been developed to simulate 

the commitment and dispatch activities that control elec

tric power supply systems.

The simulation tool is a computer program called "BENCH

MARK", sponsored by the Electric Power Research Institute 

of Palo Alto, California and developed by the following 

universities and electric power utilities; Commonwealth 

Edison, Duke Power, Northeast Utilities, N.V. SEP (Dutch 

Electricity Generating B o a r d ) , Southern Company, Tennes

see Valley Authority, Union Electric, Ohio University and 

University of Tennessee at Chattanooga. It is intended 

for study of both physical and economic behaviour of p o 

wer systems.

BENCHMARK can be used in a deterministic mode, in which 

it is assumed that the availability (or partial availabi

lity) of each generating unit is known, or in a Monte 

Carlo mode, in which outages or partial outages.are trea

ted as random events. In both the deterministic and the 

Monte Carlo node, it is assumed that the hourly load is 

known throughout the time interval being simulated. H y 

droelectric generation is allocated over a sequence of 

time intervals each of which may be up to five weeks in 

duration. Pumped storage and all other generation is d i s 

patched on an hiwrly basis, one week at a time.
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THE NEED FOR CHRONOLOGICAL SIMULATION

Attention to the chronological or "time-linked" behaviour 

of a power supply system becomes imperative when the role 

of storage units is considered, when ramp-rate limita

tions affect system response, or other dispatch conside

rations such as minimum up time or minimum down time are 

brought into play. Dispatch based on load duration curves 

suppresses chronology and therefore cannot strictly re

present commitment decisions and will produce biased re

sults. Ramp-rate limitations may require peaking units 

such as combustion turbines or pumped-storage units to be 

operated whenever base-load units cannot respond rapidly 

enough to sudden load variations. If ramp-rate limita

tions were overlooked, the usage of the peaking units or 

the advantages of dispatcher-controlled load management 

would then be underestimated. Actual operation of storage 

units requires tracking of the amount of stored energy 

available, i.e., the water level in a pumped-storage 

plant. This is readily accomplished in a chronological 

simulation, but not in the load duration domain. If this 

limitation is not observed, the usefullness of the 

storage plant could be easily overestimated.

POTENTIAL APPLICATIONS 

load tracking

non-dispatchables and cogeneration

the effect of interruptions of fuel supply or of 

water supply for hydroelectric plants

the possible impact of inter-utility power purchases 

or sales, either short term or long term 

the effect of the fuel cost adjustment on electric 

power rates

the effect on the supply system of "load management" 

the cost or benefit of an adjustment of generator* 

maintenance if unexpected opportunities or needs 

arise

the benefit of a change in operating characteristics 

of equipment
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an algorithm in constrained optimization 

Nada I. DJiiranovié-Mili5i6 

Yugoslavia

In this paper we shall be concerned with finding solutions 

to the nonlinear programming problem

(1) min { '<’(x)l xeX), where X «{xeD i f j(x)< 0, •{l,...,m}},

and the fimctions f, f^: D C R “ -*R, J  ̂ are continuously dif

ferentiable on the open convex set D,

We shall consider iterative algorithms generating sequences 

of points {x^ } of the form

(2) Xk+1 ■  X , .  -  o

withp^aR®, to solve (1).

Under the certain assusiptions about the direction vector 

p^ we shall separately concern a step-size algorithm for finding 

a step-size “

Now we shall define the step obtained by modified 

Curxy-Altman's algorithm (see 111) (for unconstrained case):

- 0  if ■̂■•V'<’(xĵ ),Pĵ >- 0; otherwise 

“k ̂  ̂ k’ first interval of positive solutions of

the inequality

<v»>(r^ -oP]j),p^> > '>(<V'(>(x̂ ),p̂ .> ), 

where a : [0,® )-► 10,at> ) is a forcing function (see 121 ) such 

that »(t)<it for every t > 0  and some 0 < S < 1  and > q a 

for some 0 < q < l  and every k, where a is the smallest positive 

solution of generalized Cuny-Altman's equation

<V'»(x^ - ap,j),p^>- ®(<V'i(x^),p^>).

Finally, let be a step defined by 

- sup{a>0 I x^ - tPj^eX for all t a 10, o ) } ,

We define L° to be the connected component of the level 

set L •{ x e D  I 'f(x)< ‘<’(Xjj) } containing x^e x, and for suiy
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x e X ,  e>0 we define the index set I(x, ' )«{ j e I^l - t ^(x) < 0 ) .

The assumptions about X, L°n X and pĵ e r” at Xĵ e L°nx 

are the same as in 1 2 1 .

Theorem 1. (A modification of Curry-Altman's step-size algorithm 

in constrained case) Suppose that f: DC r“ ->-R is a continuously 

differentiable function on the open convex set D. Assume that 

L°nx is compact. Define by

(3) “jj - min{ a* } .

Then: 1) x,k+1 ’'k “ “k^k ̂  ̂

2) ‘P [XXĵ  + (1- 1 > Xe[0,ll ;

3) ''’(xjj) - ■'’(̂ ic+l̂  ^ K <  t'p(x^),Pj^> , v-ĵ , ijj.), where F is a

forcing function of three variables which depends only on L°n I. 

Theorem 2, Consider the iteration (2), where at Xĵ , « is chosen 

by the algorithm for « (see 12 1), Pĵ  s r“ is any direction such 

that with a'ĵ obtained from (3) we have that X. list

Vjj - II (Xĵ ) V pCxj )̂ II , kard I(Xĵ ,

(P. is the orthogonal projection from R*̂  onto the orthogonal
'Ik

complement of the colmm space N - (n ,...,n ), where
, X T '’k 1l Ik

nj(x) =I vfj(x)l , jeIp.)Then, if the sequence {p^} has the

property that II P^ (xĵ ) v f(xĵ ) II 0 when < t<>(X]^),p^>-► 0, k-»o>

and if the set {xaL°nxi II P^Cx) v<p(i) || «0, q- kard l(x,0) )

consists of only one point x ** , it follows tkat Xj^-► x'J k -»od .
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A N  ffFICIÍMr ALG0RI194 F O R  T H E  G PTDftL G P ^ T I O N  O P  A  CASCADE 

REACTOR

A. Dourado*, J. L. Calvet^t Y. Sevely*’̂'^

The optimal start-up and regulaticn of a cascade reactor is 

faced. The satatic c^imal configuration of the cascade, with 

distributed feeding, has been previously studied.

Firstly, the stability problem (in the sense of Lyapunov) of 

the model of the overedl cascade is solved. The model oonsidared 

and identified is a nonstructered one, based on the bidtass, 

substrate and ethanol ooncentrations. Ihe rates of reactions are 

modelled so that it can assume both ethanol and substrate inhibi- 

ticn, in relation to the observed results. It is a coorpl^ model, 

given ty (1) or (2),this being dv3 both to the nonlinearity of 

the state eqmticns and to the high number of variables.

X  = f (X, u) X Í  u é iK N = nber of reactors (1)

X._, , U-, X u y )  , X - C  IR  ̂u-eil^^i=l to D ( 2 )

The overall stability, due to the particular structure of 

the system, is reducible to the stability of each reactor. * **

De par tarn® to de Engenharia Electrotecnica, 

largo Marquas de Pcxnkal, F-BOGO CCdMH^, PORTOSUL

* *  lAAS du CNBS, 7 Av du Colonel [toche, P-31077 TOULOUSE CEDEX 

+  ttiiversite' Paul Sabatier, TOULOUSE, FRANCE
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ltjai# ty reducing the model of each reactor from three to two 

state-variables, á r ú  hy using phase-plane representation, the 

conditicns on which the stability of each reactor is assur^ are 

deduced. Stable steady-states are tvo: washout and producticn 

one. The initial conditions and the overall specific dilution 

rate determine v̂ ich one is obtained.

Then, the Hamiltonian formulation of minimun-time start-up 

and regulation of the production steady-state is aralyaed and 

solved. The time-optimal problem, due to the high mmber of 

\ariables, can not be solved directly.lt is ^proched fcy solving 

the tvo-point boundary-value optimization paroblem with a 

qvadratic oriteriun on the trajectory deviation and conmard 

rffort and with decreasing final time.

The solution of the tvo-point boundary-valifi problem is 

carried oi± hy subdividing the time interval into M subintervals. 

The particnilar stair-case structure of the Hamiltonian allows the 

implementation of a hierarchical method of segiential deoonposi- 

ticn (in space) that, starting from an initial trajectory, finds 

iteratively the optimal solution.

Results of the method, which show a good convergence, are 

presented and discussed. Inportant savings in time can be ob

tained by optimal control, which is of a high practical interest 

due to the slow evolution of this kind of process.

Let it be stressed that this method deobnposes the overall 

problem into a series of three-dimensional subprohlems and so the 

possibility of ai-line control ty microconputers should be consi

dered.
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EVOLUTIONARY METHOD IN DISCHSTB PEOGEAMMUO 

Bi>a Dudek-Dyduoh 

Poland

At present there e x is ts  a need to solve tjisks fo r  whleh 

there are no algorithm s or the la t t e r  one are n o n e ffe e tlT s .

The la rg e -so a le  d Is o fe te  programming,scheduling and some 

n o n a n a llt io a l prohleas belong to  the e láss o f .suoh tas ks .

The paper deals w ith  an ew olutlonary method which a m  he 

applied  to  solwe soae o f above mentioned problems. In  l i t e r a tu r e  

the term "evo lu tionary" re fe rs  to  more or less s to ehastle  

algorithm s. The aim o f the paper la  to  present fo rm al d esc rip 

tio n  o f the method and I t s  ap p lle a tlo n s  in  d lao re te  programming. 

As an exampld, the la rg e -s c a le  ta tk  to  optim ise Investments 

In  eh ea lea l Ind u stry  Is  presented.

The evo lu tio n ary  method ean bo app lied  to  sueh o p tim isa tio n

tasks whleh ean be transfom ed  to  the form s u ita b le  fo r

tw o -le v e l a lgorithm s. Thus the taaks to  f in d  V 'eT sueh th a t

f ( v * )  -  min f ( v )  
v«T

oan be eq u lva len tt to  f in d  (m*',w*')e Hxw > 7 sueh th a t

f(m *,w ’*) « min f(m ,w ) « min Im in  f(m ,w )]
(m,w)«T m<M w t l ,

where t^cw Is  a sot determined by means o f f ix e d  m.

Thus the method u t i l is e s  a p o s s ib i l i ty  o f the d iv is io n  o f seareh- 

ad v a ria b le s  la te  two groups and tw o -le v e l so lv in g . The values  

me! are gomerated by a teohastlo  generator on a high le v e l .

Them the v a ria b le s  v are oomputed on a lev  le v e l as a re s u lt  

of a d e te m la ls t le  prooednro, where a are f ix e d  param eters, 

faram eters o f p ro b a b ility  d is tr ib u tio n s  are m odified a f t e r  eaeh 

ib o ra tla a  om the basis o f la fe ra a t lo a  obtalaed from e a r l ie r  ones. 

The mala problems whleh should be solved are i



a) tbe proper d lT ls io n  o f T a rla b le s  In to  eaoh level

-  to  aolve the low le v e l problem in a possibly short time,

-  to  obtain  from the low le v e l problem so lu tio n  the s u ita b le  

In fo m a tlo n  to  e o rre e t paraaatera o f a s teehastlo  generator,

b )  a way o f a t l l ls ln g  the a o tM u la te d  In fo m a tlo n  to  g ive the 

heat d lre o tio a  to  searohlng*

Daring the planning o f eh en loa l Industry developnant there was 

a need to solve the la rg e -s e a le  d is c re te  progranalng task  

to  o p tin ls e  investnents . This task has keen transformed to the 

fo llo v in g  f o m ,f o r  whleb the evo lu tio n ary  nethod oan be ap p lied . 

There are givens

value Q, veetors n a t r lx  A, n o n a n s llt le a l function

hlocneto ve e to t-fn n o tio n  p (J^ ) .

The v s e to r i chonld a a x la lse :

f  -  f f ,y ,  -  C jy j -  Ö5 Í  ( 1 )

and s a t is fy  constra ins:

Ai + + f, - Í ■ (2)

i  -  p ( J , )  < 0  (3)

(4)  .

• , y , . 7 l > 0  (5)

Oir the high le v e l subset which s a t is fy  (4 ) is  le te m ln e d  

hy a stoehastio  procedure. Then veetors * ' •  conpated by

neans o f l in e a r  programming preeedmre en the lew le v e l,

Paraneters o f sto ch astic  procedure are n o d lfle d  depending ca 

p o s to p tln a l an a lys is  o f l in e a r  p ra g rf i^ ta g .  ̂ .

There are eonpateds a valaa o f perfom anca Index assigned td 

f ix e d  as f ( d ^ ) ,  vecto r o f dual p rices Á re fe r la g  to  ecnstra la#  

( 3 ) ,  estim ated g rad ien t i  ,  This In fo m a tlo n  Is  a t l l ls e d te  gcaera 

te  new set 

Dr Bwa Sadek-Dvdach

ásn;?íitf sfíisiSfrieSníci;*
a l . l lc k le w lc s a  30 • /
Cracow, Poland
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A NEW VARIANT OF THE CODE GRECO FOR SOLVING 

NONLINEAR OPTIMAL CONTROL PROBLEMS 

Joao Lauro Dorneles Faco 

Brazil

Extended Abstract

The algorithm GRECO - Gradient Reduit pour la Commando 

Optimáló - is a special version of the method GRG (1) for 

solving Nonlinear Optimal Control problems with time lags and 

bounded state and control variables of the type:

MAX F|x(0),x(l),___x(T); u(0),u(l).... u(T-l)|, so that,

x(t+l)=f^, |x(t) ,x(t-kj)....x(t-k^) ;u(t),u(t-j^),..,u(t-jg)l,

a(t)^u(t) _< b(t), t = 0, 1,..., T-1,

c(t) < x(t) < d(t) , t - 1,2.... T,

where for all t,

x(t) is the vector of m state variables, 

u(t) is the vector of n control variables, 

a(t) ,b(t),c(t) and d(t) are constant vectors, 

kĵ ,k2 ,..,k^ and time lags,

T is the known planning horizon, and

F, f̂  are nonlinear differentiable functions.

Numerical solutions for application models of this type in 

physical, economic, energy and ecologic systems have been 

obtained using the code GRECO (3). These experiments were 

performed on several mainframes as IBM/370-168, Burroughs 6700,

CDC Cyber, etc..

Considered as large scale nonlinear programs, by the GRG 

approach, we have modelling and programming facilities derived 

from the explicit consideration of the nonlinear constraints, 

the use of sparse matrix techniques, and degeneracy procedures(2).

In this paper we present a variant of the standard algorithm
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to allow the incorporation of supplementary inequality and 

equality constraints, and free planning horizon. The 

inequalities can be transformed in additional state equations 

by the introduction of bounded slack variables that will change 

the dimension of the state vector in the corresponding time 

periods. For the supplementary equalities we must modify the 

choice of the basic variables related to these constraints by 

skipping the standard GRECO principle that introduces with the 

highest priority the state variable in the basis (2). In the 

standard GRECO algorithm, when the problem has free initial 

state variables, they are considered as additional control 

variables of the first period; something similar we do in the 

new variant when the model has a free planning horizon: T is 

considered as an additional control variable of the first period. 

For the discretized continuous time problems, T will be a lagged 

control variable for the other periods.

Using these simple ideas we could design a new variant of 

the code GRECO with wider applications and less modelling effort 

for the users. Some numerial tests have been performed with 

encouraging results.
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András Farkas 

Huogary
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T M s  papsr prsssnts b o b s  results of the InTsstigations 

based on the applieatlon of anTlronaental modelling. The 

presented approach can be generally' used In the oases of 

unoertain, time-dependent and multiTariate systeais. For 

this reason operational research and probability methods 

were used to develop a multiperiod future oriented model.

The proposed procedure provides the probability ratings 

of all possible future states of the studied system which 

elements are composed of nonrecurring discrete events.

Environmental systems are increasingly Interdependent 

and the events ooouring within them also interrelated. Con

sequently the different future versions of the systems can

not be determined relying upon only the events happened 

earlier. In these types of probleaus, mostly the experts’ 

estimates represent the future Interaction effects in the 

decision process.

Regairdlng to the future research point of view, the oross- 

impact analysis provides the decision maker a systematic 

manner to search for the causeű. future events and their in

teractions. That is, it can handles the interdependences of 

all pairs of variables during the computations. Besides, 

the final results are consistent and conformable to stan

dard probability theory axioms. If an environmental system 

la assumed to be a finite set of the possible future states, 

then all of the mutually exclusive and oollectlvely exhaus

tive scenarios can be identified.

The procedure starts with the defining of the environ

mental system specifying by the list of the separate events. 

Input data are the time-dependent cumulative probabilities 

of each event and the eross-tmpaot factors wloh express the 

effects of the ocouranees of events on each other.

S Department of Industrial Engineering, 
Technical University Budapest,
H-1521 Budapest, Hungary



-  102 -

The naiu steps of the algorithm are the lollowiag:

• Using random numbers a computer simulation Is inm 

In each time period sequentially, to attain the mo

dified probability dlstrlbutlonsj

• The mutual Information scales cure ceű.culated measu

ring the slmllturlty between the ewent pairs;

• In Bumy Instances there are a great number of events 

In the event set, therefore a clustering technique 

Is used to decompose the original system Into close

ly connected subsystems. This Is based on the maxima

lization of the correlation coefficients between each 

of the possible subsystem emd the constituent events;

S Applying linear prograsming methods a scenario gene

ration of each decomposed subsystem Is made for the 

given binary events;

• The whole systems’ scenarios can be computed, after 

cardinal ranking of the scenario probabilities of 

each subsystemras model output.

The paper Interprets the most relevant topics of the mo

del applications, such as Input data given by the exports, 

the overall consistency and the cases of non-uniqueness of 

the linear programme together with the computational back

ground.

A reliability systems’ application is presented as an 

illustration of the method for a tower crane. First the cra

ne was divided Into Its parts, among which different types 

of failure Interactions exist during the lifetime. Applying 

the method the resulting failure parameters, the survival 

curve and the changes of the systems’ operation Influenced 

by envlronmentaű. effects were einalysed. The likely reliabi

lity scenarios In different points of time were also compu

ted.
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ON THE CONNECTIONS BETWEEN 
MATHEMATICAL PROGRAMMING AND 

DISCRETE OPTIMAL CONTROL

- a survey and some new results

Jósé A. Soélro Ferreira •)

René Victor Valqul Vidal

Department of Electronical Eng., Faculty of Engineering, Oporto, 
Portugal.

^The Institute of Mathematical Statistics and Operations Research, 
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ABSTRACT

This paper gives a review of different theories and topics In the 
fields of Mathematical Programming and Discrete-time Optimal Con
trol Theory. Well-known and new results (for Instance, the gene
ralized Maximum Principle) are presented within a unified frame
work. Emphasis Is placed In the trends of Interplay. New research 
areas are also Identified. »

Keywords: Optimization, Mathematical Programming, Discrete-time 
Optimal Control Theory, Duality, Upper Boundary 
Approach.



-  104 -

Abstract

Exploration of Non Renewable Resouces: 

A Dynamic Approach 

SAUL FUKS Phd, Berkeley ’

BRASIL

Arrow studies a model of exploration of non 

renewable natural resources, in continuous time, where, 

the quantity of resources, to be found is a random variable.

In the model there is a T planning period to go.

If society consumes, in one period, an amount c 

of non renowable resource, it receives a utility uCc). New 

resources can be found through exploration, o reflecting the 

effort applied to get them, spending p per unit of effort.

The number of units found when effort a is 

employed is given by a random variable w^, having a Poisson 

distribution with parameter Xa.

Society is then faced with the problem of 

maximizing the discounted total utility:

V ^ ( y )  “  M a x  j j u ( c )  -  p a  ♦  4 E  v'*^“ ^ C y c + w ^ ) T  

Subject to: 0 £ c £ . y  . o ^ O

where y is the stock of resources available at the begining 

of the initial period and 6 is the discount factor.

The new fact in the above problem, in relation 

with almilar ones in literature, is that the probabilitity 

d it t r ib u t io n  is defined by choice variable.



Concavity plays a major role in this kind of 

model, it can be proved that, under some conditions jjelated

to decreasing risk aversion for u'(cj and u"(c)^ , V(y) is a 

concave function.

The main result is that there exists y such 

that for y > y, a = 0 (there is no exploration).

-  105 -

Arrow obtained the same result for a continuous

time case.
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CONDITIONAL MOMENTS OP MULTIVARIATE PROBABILITY DISTRIBUTIONS

H.I. Gassmann
Faculty of Commerce and Business Administration 

The University of British Columbia 
Vancouver# B.C.# Canada V6T 1Y8

Various problems in stochastic programming require the evaluation of 
conditional moments of a multivariate probability distribution. In chance- 
constrained programming# for Instance# It is required to evaluate the 
probability mass of rectangles, which can be viewed as a raw moment problem of 
order 0. Applications to Convex Programming Problems with Recourse [2] require 
the evaluation of the distribution function as well as conditional means given 
that the random variable lies within a known polyhedral set.

Formally, we study numerical techniques to solve integrals of the form

./ dF(x) # / X dF(x) ,

where A is a polyhedral set in IR and F is some continuous probability 
distribution.

Deak II] and Szantai 13] have given good sampling methods for the 0th 
order moment problem for a multivariate normal distribution over rectangular 
regions A. Their results are adapted to yield answers to the 1st order moment 
problem in a straightforward manner*

What is needed is the evaluation of integrals of the form

b. b b 3 3

f  I I exp( I I aaJ aJ aJ k i ij

It is shown that this trivariate integral can be computed efficiently by a 
decomposition involving the evaluation of bivariate normal distributions. 
Szantai'8 method uses a decomposition of the sample space IR*̂ , while Deak's 
method is based on a decomposition of the random variable itself. We 
demonstrate how to combine the two approaches into a powerful hybrid method 
which utilizes the advantages of both methods simultaneously.

Numerical evidence presented suggests that the hybrid method is by far the 
best to use if the set A is known to have large mass, as is the case in most 
chance-constrained programming applications, and is at least competitive if A 
has small mass*

The extension to higher order moment problems is discussed briefly. Other 
extensions will include the adaptation of the methods to more general polyhedral 
sets as well as different multivariate distributions.
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PARAMETER TRACKING OF T I M E  VARYING C O r ' T I MLIOUS TIME L I N E A R  

SYSTEMS

í . d s z i ó  Gcvc HLf s é v ' ^ , Z s j í z s a  G, V d g ó ,  K á r o l y  S a l a m o n (HUNGARY)

In this paper v;e show that the methods of Ljung (1976) 

and Gerencsér (1984) can bo used for the problem of para

meter trackincT of time varying continuous- time linear system. 

We consider linear systems given in innovation representation:

dx^ = A(0 ^)x^ dt + K(0 ^)dw^

dy^ = *̂ t̂'

where the parameter 0^ is time varying. We assume that 0^ 

-belongs to some domain Dq such that for each 0 6 the

linear system is stable and inverse stable in some sense 

uniformly. Furthermore 0^ is a smooth deterministic process 

such that

The matrices A(0), K(0) are sufficiently smooth. is a

standard Wiener process.

Maximum-likelihood tracking is defined as follov/s. We
• <p

define an infinitesimal error function by Eq d£g(0 ) where 

the process defined by

dx^(O) = {A(0)-K(0)C(O))x^(0)dt + K(0)dy^ 

de^ - dy^ - C(O)x^{0)dt;

with = C* Subscript 0 denotes differentiation with

respect to 0 and denotes differentiation with respect to time. 

The error function incorporating exponential forgetting is de

fined by
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dV^. ÍG)  = - A V ^ ( 0 ) d t  + \ C q  ( 0 )  d £ g { 0 )

with = O. The estimator 0^ will be defined as any

solution of V^(G) =* O- If there is no solution we put 0^ = O. 

We have the following

Theorem, Under the conditions mentioned above there exist

“0^ t > 0 
t t •*

are stochastically bounded, i,e.

estimators 0^ such that the random variables

P(J0t - 0^1 > C) < e (C) t > O 

where e (C) 0 for C ®,

The bounding probability c(C) may be arbitrarily small if 

in |0̂ ] < K the bound K is sufficiently small by appro

priate choice of the forgetting factor.

(Appropriate choice means: X(K) -*■ O, K/X(K) -► O fo^ K O)

Computational experiences were performed on a Commodore 64 

computer. The main objective of the experiments were to test 

adaptivity.
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Computer and Automation Institute of the Hungarian Academy of 

Sciences,

Budapest, H 1502 Pf. 63.
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A GALERKIN METHOD FOR OPTIMAL STOCHASTIC CONTROL OF 
INFINITE-DIMENSIONAL LINEAR SYSTEMS

A. GERMANI, L. JETTO and M. PICCIONI 
latituto di Analisi del Slstemi e Informatlca 

Vlale Manzoni, 30, 00185, Rome, Italy.

- no

In this paper, a Galerlcln technique Is proposed for 

computation of an approximate solution of the LQ problem for 

stochastic linear systems on (filbert spaces modelled In the 

white noise frameworlc Cl]. Related techniques have been 

widely considered in the recent literature for infinite 

dimensional LQ problems, with accessible state C2-7], In 

these works the main trouble was to ensure the strong 

convergence of both the semigroups corresponding to the free 

dynamics and Its adjoint. However, dealing with partially 

observed cases, some operators have to be assumed Hllbert- 

Schmldt. This allows to solve this problem more easily. In 

that It Is possible to use the results obtained In C8] on 

the convergence of the the Galerkln method, for the Riccatl 

equations. The main tool used there was to consider such 

equations In the space of Hllbert-Schmldt operators.

The problem can be stated as follows: consider the

control system

r x(t) a Ax(t) + Bu(.t)-( Ftj(t) , k(t)£H,cj(t)eH.„., u(t)t Ha 
I y(t) s Cx(t)+Da(t)»6u)Ct) , >(t)eHo, tt[oTl 
I X(o) • X.

where H, ,Ha and H,are real separeűile

Hilbert spaces, A is the generator of a Co-semigroup (T(t)} 

on H, B and F are Hllbert-Schmldt operators and C, D and G 

are linear bounded operators, such that FG* «0 and GG* >1.

The noise process Cu<t>} Is an element of the cylindrical 

probability apace L^ <0,T:H.,̂ ), equipped with the Gauss 

standard, measure. The control process {u(t>} Is chosen to
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be a Volterra transformation of the output process Cy(t)l

such that the cost functional

T T

• J +•• Q. Ex(t)x*(t)ft*dt + itr E u(t) a*(t)cit
0 o

Is minimized. It Is shown In C13 that this problem has a 

unique solution. The optimal feedback law

a(0 = -B*K(t)i(t)

Involves the solution of two InfInlte-dlmenslonal Rlccatl 

equations for the feedback gain K and the estimation error 

covariance P; which In turn 1s fed Into an

Infinite-dimensional Kalmem filter to obtain z. Let now 

be a f Inlte-dlmenslonal subspace of H contained In D(A) .IT̂ be 

the orthogonal projection of H onto V , and T,v(t) » expCiytlVt).

He suppose only that

lim suf> | lT ( t )x -T n ( t )x l l*  0  , V x e H .
«*«• ■UCO.TJ

Necessary and sufficient conditions for this are given by 

the general Trotter-Kato theorem C93. Under this hypothesis 

the solutions of the following ordinary Rlccatl equations on 

the space of operators on

J Py.Ct) *(TT̂ An-*)p̂ (t)*P̂ (t)(n-̂ Tr̂ y«Tr̂ FFX-Pw(t)Tr..c»cTr,p̂ (t)
1 K j O  «  -  ( l T ^ A l T w ) * |C H ( t > -  K w ( t ) ( j ^ A i r O  - T r » ( ? Q T r ^ +  K . i t )  i r n . 6 B * T r . . K J i )
L Pto)» K(T).Q

converge In the Hilbert-Schmldt norm, uniformly on C0,T3, 

respectively to the operators P(t) and K(t) C83. This 

strong type of convergence is the tool used In proving the 

convergence of the following sequence of approximate optimal 

control law

U-^(t) = - B* Kn(t) i^(t)
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where

X^(t)=Tr^(A-BB*K Jt))iT,x̂ (t)e P̂ (t)TT»C*( y(t)-CTT̂ xJt)) 

X-^(o)* TTh X.,

Is an approximated Kalman filter as described In C83. The 

following Is the main result of the paper:

THEOREM. The triple (x,j,x.̂ ,û ) converges to (x,x,u), where 

£x(t)3 Is the optimal trajectory of the state. In mean 

square, uniformly on C0,T3. Therefore J(u^ ) converges to

J(u).
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A path-following method for one-parametric nonlinear differentiable
optimization

H.Gfrerer^^, J.Guddat^^, Hj.Wacker^^, W.Zulehner^^

Path-following methods for Kuhn-Tucker curves will be proposed. There are 
important applications for
1) Dialogue procedures for multiobjective optimization and
2) Globalization of locally convergent algorithms using imbedding
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ON THE OPTIMAL NUMBER OF PARALLEL SERVERS 

IN MULTIPROCESSOR SYSTEMS

Josef Giglmayr 

Federal Republic of Germany

Throughout this paper parallel servers mean parallel pro

cessors, or a multiple bus system, or also parallel routes 

through a network to a destination. The paper focuses on the 

case where processing of tasks requires communication bet

ween the processors (in this paper called internal traffic). 

While parallel processing Increases the computation power, 

the internal traffic reduces the service capacity of a mul

tiprocessor system. Thus, we have two conflicting tenden

cies: The need of fast and powerful computation tools favours 

parallel processing while internal traffic restricts the 

number of processors. In order to obtain the optimum number 

of parallel processors one has to find the best balance bet

ween these two conflicting tendencies.

The mathematical model used in this paper is a many-ser- 

ver queue with service interruptions. In the case of inter

nal traffic (an interrupted service has to be completed at 

the same server) even for exponentially distributed service 

times only an approximate approach is available, we arrive 

at this approach in two steps. First, the approximate ap

proach to a M/G/m system (m)1) is obtained. Then this ap

proach is applied to the investigated many-server queue by



replacing the moments of the service time by the first two 

moments of the system response time (which in the case of 

internal traffic equals the completion time).

For this model it will be shown that both the mean system 

response time as well as the mean queue length of tasks wait

ing to be processed have a global minimum which can be rela

ted to the optimum number of parallel processors. In order 

to illustrate the results an example will be presented. For 

other cases results are briefly discussed. Additionally, the 

approach presented give approximation formulae for a many- 

server queue with preemptive priorities.

-  I 15 -
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opmiarji design of one-storei steel frembs

eng. Gochov Vaeko kleksondrov 
Eul^rla

The pjxshlca considered i s  the minimum weight design of p lanar 

frame s te e l  s tru c tu re s  under m u ltip le  load  cond itions subjected  to  

wide range o f design  requ irem ents. The frame topology as  w ell as the 

p ro p e r tie s  of m a te r ia ls  a re  assumed to  he f ix e d . Members of the s tru  

tui:e6 a re  supposed to  be w ith  welded sym etrlca l w-1 c ro ss  se c tio n s , 

uniform  along the  leng th  and secured a i^ ln s t  lo c a l buckling w ithout 

a d d itio n a l p la te s ,  v/hlch makes th en  tech n o lo g ica l and le s s  labour 

consuming. The fu n c tio n  V(X) to  be minimized i s  the s tru c tu ra l  volum< 

and i t  i s  ob ta ined  by sumiaing over a l l  the elem ents the  product o f t: 

a re a  A^and len g th  1 -o f each clem ent, g iv in g «

V(X)« a ln \v (X )  = Z  kix} . 1 , 1 ,

in  which n  denotes the number ofplem ents in  the frame s tru c tu re .

A design i s  defined  by a -vector o f  f re e  v a r ia b le s  X =  ̂X;\ ,1=1 .i 

The f re e  v a r ia b le s  are assumed here  in  to  express th(^dlmensions o f ti 

c ro ss  sec tio n s  o f  th e  frame members. They must be In te g e r  and p o ss itj 

i n  c e r ta in  bounds defined  by th e  tM cknass o f th e  a v a ila b le  s te e l  "  

s h e e ts .

There are  a number o f  r o s t r lc t lo n s  on th e  behaviour of the struc

to re  which l im i t  the  acceptab le v a r ia t io n  o f th e  f re e  v a r ia b le s  and 
^  c

define  th e  s e t  U. These a re  buck lin g , uisplacem ent Eind s t r e s s  con

s t r a i n t s  as w ell a s  side  cc n s tra ln tsC s iz in g  l im ita tio n s  on member 

c ro ss  s e c tio n s ) •

Two d if fe re n t  id e a liz e d  models of the s to o l frame s tru o tu i'e s  may 

bo consldorod by th e  rep resen ted  o p tim ization  techn ique . On one hand 

the frames may be t r e a te d  a s  e l a s t i c ,  geom etrically  n cn -lln ea r pystem

l a  v/hlch the fox'ceo and displaoomsnós ciro Ui;iox’j.ixaeu by the ude_;i - 

mont method s t r u c tu ra l  a n a ly s is ,  tak in g  in to  account the e f fe c t  of th



r
axial íorcbá,

t
On the othej? '''•.r.':’. the  s tru c tu re  — ~ ho oorriC-orcd o^rholr.,;; ho- 

nonlinear -  gsom etrlca lly  and physic-i3J.y« The fo rc e s  and displaconeni . 

in that case are determ ined by th e  method o f the  t'ro id e a liz e d  c ross 

sections developed in  USSR by p ro f ,  G enerllnc*

In tlie both cases th e  problem i s  mnltieorfcreme d is c re te  problem o 

the nonlinear prOiSrammins. I t  i s  too  hard  andWmputer ti iie  cosuming 

to solve i t  d i r e c t ly .

The optim ization  procedure l a  s im p lif ie d  by dovldlng the problem 

Into Sttbprobloms and doing subop tim ization  which le ad s  to  considerab l 

ze6biction of the d im en sio n n lity . T his i s  p o ss ib le  beccuse the 

m is tn a ls ts  may bo devlded in to  two groups: c tm atrs-ln ts , concerning 

I Í  tiie oreraU  r e l i a b i l i t y  o f  th e  fram es and c o n s tra in ts ,  concerning the 

local B tab ility  o f the c ro ss  se e tio n s  as w ell as s id e  c o n s tra in ts  whi 

take into account the th ick n ess  o f  tho a v a ila b le  s t e e l  s h e e ts . In  t h i  

way the problem i s  devidad in to  two subproblems w ith  sepairate o b je c t ! ' 

functions, f re e  v a r ia b le s  and c o n s tra in ts .

The function  to  be minimized in  th e  f i r s t  subproblem i s  the 

•txuctural volume, th e ;x o n s tra ln ts  concern th e  o v e ra ll  s t a b i l i t y ,  th e  

dlwplaoements and alowable: js tresaes{deform ationo) and v a r ia b le s  ore 

the area A^and moment o f i n e r t i a  Z-of each c ross s e c tio n . The design  

procedure i s  s i r p l i f i t ü  by employing the concept o f  design  v a r ia b le  

linking, i . e .  |A^ = l 1>3 [ i ] .  in  which co n stan ts  l^-aro determ ined a t  

Boveral or a t  each I te r a t io n  so lv ing  tlie second su3x>ptinlzation proby 

lem .  from which the optim al dimensions of th e  c ro ss  se c tio n s  f o r  eacl 

element o f tho frame aro o b ta in ed . Tho fu n c tio n  to  be minimized in  

that case i s  the c ross s e c tio n a l a re a ,  tho c o n s tra in ts  concern the  

local in s ta b i l i ty  o f web and f la n g e s ,  the  a v a ila b le  s t e e l  and a d d ltlo i

mat be c^ual or g re a te r  tiicn the c in in u a  necessary  values d e te ra in ed  

from the f i r s t  subnroblem.

-  I I / -



Those l a t t e r  c o n s tra in ts  assot’.i.'itft mnilv-hio'’' 'ly  tB-? t\'.'o 

le n s ,  The ai:a io  to Ejn-tacsico a c ross se c tio n  v.’itU  cdniiaina oroa a: 

s t i f f n e s s  equal o r  g re a te r  than  tlio niniiinim nooessary l a  o rder to  

f u l f i l ,  the oonsta 'ainta of th e  f i r s t  su’oproblom ns w e ll .  Free varia! 

a ra  th e  dinensions of the c ross so o tio n s , A pen a lty  fu n c tio n  based 

optisEi.zation procodure i s  used,

In  accorianoo v/iuh the aethod a  conputer program i s  devolopod. 

I t  i s  viriúten i n  fbSiiiAl< -  IV languags and can design frames w ith 

maxi mum 10C olements and 2^ su p p o rts , The exomplos solved show th a t 

the optim al p ro ic o ts  a i‘o /  to  TO more economical.

-  I IB -
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OH THE OrriMIZATIOW OF A SHORT-RUll MODEL 

OF BVERGY-PRODUCTION SYSTEMS

- 119

Roberto GONZALEZ 

ARGENTINE

Ednundo ROFMAN 

FRANCE/ARGENTINE

In [1] we have recently presented a general procedure to compute the 

optimal cost of deterministic control problems. The aim of this paper is 

to show how that procedure was applied to optimize a short-run model of an 

energy-production system. The characteristics of the model allow us to 

introduce several improvements in the algorithm ; doing that we obtain a 

significant reduction of the time of computation.

The numerical data have been provided by Electricity of France 

(E.D.F.) ; they describe the French production system and the demand of 

energy, hour by hour, during a week.

As results we obtain the optimal cost function V(x,t) (x6acH  ̂ : 

hydraulic stock of y dams at time t) and the optimal production policy 

p(x,t) of those dams and the v thermopower plants (nuclear, fuel, coal and 

gas plants) of the thermopower system.

*We recall that our method takes advantadge of the characterization 

of V(x,t) as the maximum solution of a suitable set of subsolutions of the 

Hamilton-Jacobi equation associated to the control problem. So, to compute 

V(x,t) we will solve the following problem :

Find the maximum element of the set

(Wj e W ’*(Q) / Wj vermes (1),.(2), (3) i 1 - 1.2....2'’)

^ 3w (x,t) ^  ̂ ^ .

<'> a r  (x.t) < ^  - S t-  'V"*!' * ‘’’i’ > *
^ad *

* (X,,t) [(pj)* - nj (p;)-j c® p® i 0.

(2) w,(x,t) S w (x.t) ♦ k"" , Vr . 1,
1 r 1
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(3) . 0

Vhere Q • Ox [0,T], T finite horizon j t i aieerete state variable showing 

which teraopower plants are working at time t i i set of admissible

production 

l-plant I P

'ad
Input of water In the

7 •>
production level of the l-hydraulic plant ; n« ’ pumping

levels (function of x and t) 

,h 
i

profit coefficient the l-hydraullc plant i C-‘(x,.t).
„6
1 unitof

0 ~ ~ " f*
production costs ; Pj : production level of the J-thermopower plant j s 

cost for passing from state 1 to state r.

Following [1] we discretize the set Q. In each one of the

discretization points (x ,t ) 6 q " we consider discretized inequations 
h h h P ^ h

(1) , (2) » (3) related to (1), (2), (3). For getting (1) we introduce a

new discretization schema for the derivatives 

approximate problems we can show :

dw
1

3t
Üi
3x

For the

algorithms of convex

a) Their unique solutions verify the maximum discrete principle used 

In the proof of the convergence of the method,

b) (1) can be studied using simple 

optimization,

o) The non linear point fixe problems appearing In the solution of 

the systems (1) ~<2) can be considered as dynamic programming problems on 

a graph.

As a numerical exemple we solve a problem with v>7, p*3, tO.T] i a 

week divided in 21 periods. The solution Is obtained In 20 seconds on the 

CII-HB/DPS 68. The program can be runned In small computers (we did It Oil 

a PDF 11-23, 128K using 12'30").

[1] R. (XINZALEZ, E. ROFHAN : "On determlnlstlo control problems > an 

approximation procedure for the optimal cost" Part II i The non 

stationary case. SIAM Journal on Control and Optimization, Vol, 23. 

n"2, March 85.

Roberto GONZALEZ - Bv. Orono 2612. ROSARIO. (2000) ARGENTINE 

Edmundo ROFMAN - INRIA. 78153 LE CHESNAI Cédex > FRANCE
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Roberto GONZALEZ 

ARGENTINE

Edmundo ROFMAN 

FRANCE/AEGENTINE

In [1] we have recently presented a general procedure to conpute the 

optimal cost of deterministic control problems. The aim of this paper is 

to show how that procedure was applied to optimize a short-run model of an 

energy-production system. The characteristics of the model allow us to 

introduce several improvements in the algorithm ; doing that we obtain a 

significant reduction of the time of computation.

The numerical data have been provided by Electricity of France 

(E.D.F.) ; they describe the French production system and the demand of 

energy, hour by hour, during a week.

As results we obtain the optimal cost function V(x,t) (xEQCll ^ = 

hydraulic stock of y dams at time t) and the optimal production policy 

p(x,t) of those dams and the v thermopower plants (nuclear, fuel, coal and 

gas plants) of the thermopower system.

*We recall that our method takes advantadge of the characterization 

of V(x,t) as the maximum solution of a suitable set of subsolutions of the 

Hamllton-Jacobi equation associated to the control problem. So, to compute 

V(x,t) we will solve the following problem :

Find the maximum element of the set

( 1 )

(2 )

(Wj e W ’"(Q) / Wj verifies (1),.(2), (3) : 1 - 1,2.... 2'')

V 3w (x.t)  ̂ _

I T  (x.t) 1 ^  - S r -  '•’i’ > *
"ad *

‘ (*1.1) [(pj)* - n (Pj)-] * I C® P® 2 0.
t-1 J.1 J J

V,(x.t) S w (x,t) + . Vr . 1,
i r 1
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(3) Wj(x.T) - 0

Where Q • to C0,T], T finite horizon i I i discrete state variable showing 

which terwjpower plants are working at time t i i set of admissible

production levels (function of x 
»h

'ad
and t) i I input of water in the

A-plant production level of the 1-hydraullc plant 

the t-hydraullc plant ■

> pumping

profit coefficient of the t-hydraullo plant i C^(x,,t), C®
e ^ ^ r

production costs : P, : production level of the J-thermopower plant j k.

unit

kj.

cost for passing from state 1 to state r.

algorithms of convex

Following [1] we discretize the set Q. In each one of the

discretization points (x ,t ) 6 Q we consider discretized inequations 
h h h P ^ h

(1) , (2) ■ (3) related to (1), (2), (3). For getting (1) we Introduce a

*“l *“i
new discretization schema for the derivatives • For the

approximate problems we can show :

a) Their unique solutions verify the maximum discrete principle used 

in the proof of the convergence of the method,

b) (1) can be studied using simple

optimization,

c) The non linear point fixe problems appearing In the solution Of 

the systems (1) "(2) can be considered as dynamic prograamilng problems on 

a graph.

As a numerical exemple we solve a problem with u-7, u-3, tO.T] « a 

week divided In 21 periods. The solution Is obtained in 20 seconds on the 

CII-HB/DPS 68. The program can be runned In small computers (we did It on 

a POP 11-23, 128K using 12'30").

[1] R. GONZALEZ, E. ROFHAN : "On deterministic control problems t an 

approximation procedure for the optimal cost" Part II i The non 

stationary case. SIAM Journal on Control and Optimization, Vol, 23. 

n"2, March 85.

Roberto GONZALEZ - Bv. Orono 2612. ROSARIO. (2000) ARGENTINE 

Edmundo ROFHAN - INRIA. 78153 LE CHESNAT Cédex • FRANCE



STABILITY OF SBMILIMBAR SY3TKMS IN HILBliHT SPACÜ 

Piotr Grabowski 

Poland

Several problems of mathematical physios,control and circuit 

theories lead to the follov;ing semilinear problem

(l) x(t) = Ax(t) + B p[xCt)] ,

where x(t)€,X for fixed t^O,X is a real Hilbert space with 

scalar product A:(I)(a) C x]—  ̂X is a linear operator

which is the genorntor of a linear CQ-semigroup on X;U is 

another real Hilbert space with scalar product

£,(U,x) ;PsX— > U is a locally lipschitz function,F (0^=0.

For every initial condition Xq £ X  there exists a unique weak 

(mild) solution of (̂ l«l) prolongable on its right maximal 

interval of existence ro,t fx.)) .

The following hypotheses will be assumed :

[hi) There exists £(^»x) such that the operator QF is 

a gradient type operator,

(h p) There exist M=M*e. £ ( X ),L G £( U,x) ,K=K^€ £(u) such that

(2 ) <[x,-Mx)>̂  + <x,LF(x)>^ + <[f (x) + ̂ F(x^,-KF(x)^y ̂  0

¥ x G X  ,

(h 3) There exist H=H*^££(x) and a number 0 suoh that

(3 ) <(a x ,Hx^^ + <(x,IIAx̂  ̂+ ^x,-Mx)^ + ^x,HBu)^ + i <[u,(f^Ax^^ +

+ I ̂ Q^Ax,u^y + <Ju,B̂ Hx;>y + <(x,Lu>jĵ  + <[u,L^x)'y +

+ i <(u,Q^Bu)y + i <(u,B^Qu>'^ + <(u,-Ku')^.^ -t[||x 11̂  +

(,Ha) For every ^ 6  Ti] = {yW££(x,u): (Qyu.)= (Q^)^ » ^x,-Mx)>j^ + 

+ <^x,L^x)^ + ^x,^'^L^x)^ + <x,-yi%^x)>y ^ 0  V x € X  j- 

the semigroup ^S^(t)]-^^ generated by A + B ^  is

exponentially sta’
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■ ■
jf. ^

#X(^e ?r^h?.re; the*

■ >+í‘V  '’■'a^rowg’ ■— -̂•• V/'^yffetfote, w^fevandí’sw;o^^ *•' -■ .

'rSiíeii ̂ tri»glvté£fed̂ rhí!’'5tó8^s&a*’̂ ^^)’f^^^%'%is^^ l>é*- usé4.'^"

They ari'se front (!í4)^(I^5)^^eBpecftivel'y^^>y taking' 'TH:̂ 
^^^,the,_öla!M'- Oí6 eompie^éíjt Ĝ ntihtSouö., líne«35j_^p^atprs^ fronc^ 

instea^i of- _ „■ •■•; ■

rha. main.. resul-;fes are- f
•*- •'*' f . ' ■

“ Sheferen^X, -

The'e'quil'ilsríum. 0-£ X*. ia; glohaOHy asyaptí̂ tticaílljL. stable provideő-J 

titat holff#

'gtggÉem-, 2»y • _

• XjKí e^ttÍMWí±unKO'€.X iS'glolDally uniformly asymptotioaXly stable] 

pswftdeflfe that ^J>V,.0íS^ t , (Ht*>, (h5-’> hoM.

Two examples of ths appltcatiens of these results wtll he 

r̂eseeiteia# at'the-con%ronce.^ , ‘ . '

Institute of* Control Engineering,Systems 

S cten oe-aád^Thlee«Illmu»lt«atton». ...

Aibiiit*eoW h£- Mftnin®/ ancf, Motnjaurgyi, 

30:^Qa^ErakíW>,eű^piHok±,ewicza! J©i /■ Bl,r6om 33*42 

Poland.
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MUJIMIZING A TOTAL SCHEDULE COST POR TWO-SIACHIHE PLOW SHOP 

WITH COMTROLLABLE JOB PROCESSIHG TIMES

J<Szef Grabowslcl, Eugenlusz Nonlskl, Staulslaw Zdrzalka 

(Poland)

In 1980, Vlckson [1],f2j drew attention to the problems 

of least cost scheduling on a single machine. In shlch both 

the sequence of jobs and their processing times sere decision 

variables. The concept of variable but controllable processing 

times has been taken over from the area of project management 

where project cost/duratlon curves have been extensively used 

In critical path planning with controllable Job completion 

rates. This paper extends the Plckson's Initial research In 

the area cfQ.ow shcp sequencing.

There are n Independent Jobs, numbered 1,2,...,n, to be 

processed on two machines, A and B. Bach Job J Is to be proces

sed firstly on machine A for a^ - Xj time units, 0 X j u ^ ,  

and then on machine B for bj - x^ time units, 0 y^ ^ v^, 

where Xj and y^ are the times by which the processing times a^ 

and bj are shortened (compressed), and Uj and v^ are thejmaxlmum 

compressions on machines A and B, respectively. The cost of 

processing Job, Is a linear function CjX^ ■¥ with Cj > 0,

dj> 0. Denote by ;aj-Xj,bj-yj) the maximum completion

time for a sequence (a permutation on the set {1,...,n}) and 

processing times J-1,...,n. The total schedule

cost Is equal to the maximum completion time cost plus the 

total processing cost,

n

K0t,x,y) - C^O:|aj-Xj,bj-yj) + ^  (c^x^ + dj7j).

3-1
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The problem is to find Jl* and x*,y* minimizing K(jt>x,y) sub

ject toi 0 ■i Xj Uj, 0  ̂ yj ^

We shorn that even most simple version of this problem, in 

which Jobs are compressed on only one machine, k, and Cj > e 

for all J, is NF-complets.

k general heuristic method for solving this problem ceui 

be stated as follows.
Q

Heuristic G; Step 1) Choose an arbitrary permutation ^  , 

Step 2) Determine x®,y® minimizing K(ji**,x,y). An analysis of 

the worst-case performance ratio shows that K^/K* 4 2, and 

this bound is the best possible. In the paper we propose also 

certain modification of this heuristic.

) Heuristic M« Step 1) ?lnd Jü minimizing Cj,j^^CiT;aj-{1-Cj)uj, 

bj-(l-dj)Vj), Stop 2) Determine x^,y^ minimizing K(Jl*,x,y).

We show that if v^ « 0 and c^ * o for all J, then K**/k " ̂

^for c Í J, and K*/k " Í 1 + c(1-c) for o > j, and these bounds 

are beet possible. If v^ • 0 for all J, then

K-/K- 1 t where £ - min Cj, c > max c^.

1 < J « n  l í j í n

In the genereil case k“/k* ^ min { 2,3-2 min { c,á}|> where

d m min d.. Some other properties and observations are 
1 J4- n J

also given.

References

[1] Vlckson R.G., Choosing the Job Sequence emd Processing 
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[2] Vickson R.G., Two Single Machine Sequencing Problems 

Involving Controllable Job Processing Times, AIII Tran
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Á ŰECOMPOSITIOK ALGORITHM POR THE DETERMIRATIOH 

OF OPTIMAL BUS PREQÜENCIES

Vojclech Grega 

Poland

1. Pomiulation of the problem.

The following optimization problem will be oonsldered:

/I/

where:

ntX- 2 3  n^.^N j n̂  ̂̂  n° ; 1-1 ...l |

i . i 61 j

/2/

JTc r ^

«13€°i3 ■ \«ij ' Si/eiJ-”) - 5

I'ij! 0^^xJT-».R+

Let UB assume that:

V n e j r a  e^j6 0,j:

This la the mathematical formulation of the passenger-optimized 

bus allocation problem for a urban transportation network,where: 

L - set of routes In the network.

I - set of nodes in the network.

n-[n,..n,..n^] ; n^ - number of buses on route 1 /allocation/.

^ 3  - number of direct passenger trips from node 1 to node j.

H - number of vehicles In the fleet /resources/. 

n£ - minimum allocation to routes.

“ assignment function.
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- average travel time for passengers travelling 

from node i to node j.

The problem to be diacused can be described in the following 

general terms: given the matrix of passenger flows on a urban 

bua network, how optimally to allocate an assumed fleet of 

buses amone these routes? Passenger flows on routes are a func

tion of vehicles allocation due to different travel pos

sibilities between some node pairs /eci.3/. Therefore,calculation 

of the oblective function vsű-ue requires an expensive computat

ional effort due to allocation-assignment relationships, 

ior some major transfer points in the network one have suc- 

{ cessively assign flow matrix to each route, usually for the 

■ whole network.

2, Decomposition of the problem.

; Local optimization problems are introduced. Each of them deals 

with the local objective P̂ ^̂  and describes the subsystem for 

■Ingle node palr(i,j) In the network:

min b[(n - S)]) /4/

*ij^®ij’ "̂ iĴ OT ’ ? fixed solution of problem /5/.

Coordination problem:

min
^ij( ^ij> ”[("11 -ij

/5/

nfj- 3 fixed solution of problem /4/.nirf 
where:

b :Jf-» R* penalty function.

3.31mulatlon results.

A sample problem was solved numerically using the penalty 

functlán method. An alternative approach was Frank-Wolfe method. 

Preliminary results can be summarized as follows: 1/ A computa

tion time reduction can be a achieved, ii/seperate modiü.es 

in the decomposed problem can be tested in more convenient way.

Institute of Automatic Control, Systems Engineering and 
TelecommurJ-cation, AGH, 50-059 KRAKOW, A1 .Mickiewicza 50/B-1.
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Elasto-Plastlc Analysis of Continuum Structures by Nonlinear Programming

Miklós Grósz 

Anna Vásárhelyi 

•Hungary

To solve this problem there are more methods In literature which state 
the different kinds of plastic stiffness matrices solving nonlinear equations 

and determine the rates of stresses and dlspacements with usual iterative 

methods. The elaboration of a new method is necessary to get the plastic 

sriffness in every case, for it is not possible to give a general solution.

In this paper a new approach is presented using finite element method; 

starting hy the basic theorems of plasticity the problem is solved by non

linear programming without using the plastic stiffness matrices. According 

to the staticial theory the minimal value of the potential energy rate function 

is looked for by satisfying the equilibrium equations and plastic yield 

conditions.

X 6.x' rr»in .(x. )
. I.. . e

A X * ^

|^Cx^-7a)4 0  •

X ) ^ 0

where
G:

A;

b:

f:

k:
x:

Hook matrix

transmission matrix (the geometrical data of the structure)

vector of the load rate

yield condition by Mleses-Huber-Henky

number of the nodes in the structure

vector of stress rate
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According to the mechanical meaning of matrix A It has linearly 

Indepeddent rows. In case of a usual structure the number of the 

unknown is about 1000 In this quadratic programming problem (1).

Using the particularities of problem (1) the feasible direction method 

was applied.

Let’ s note the solution of elastic problem by x°. It means that Ax°=b. 

In this way the problem can be reduced to linear programming.

~ V  Cl (x*) r  - ►
A r  •» o

^  ̂  é  O

A feasible direction r and a constantX have to be determined.

(2)

X* = x°+->.r (3)

In (2) the Inequality conditions are written on those yield conditions 

which aren't satisfied In x°. The measure of step 00 Is given by the 

minimal positive value of %’s computed from the yield conditions. In 

this way a yield mechanism Is determined. From this point resolving - 

(2) a^new direction and constant is got. The Iteration Is followed till, 

arriving at the yield mechanism which corresponds the minimal value 

of thp energy-rate function.

This method can be used for all kinds of structures. It requires the 

knowledge of the elastic stiffness matrix only. The method of solution
Í

Is independent of the actual problem.

Finally, an application of this method is presented fay the elasto-plastlc < 

analysis of a thick, curved shell structure.

Miklós Crósz, Anna V&sáibelyi

ÉGSZI Épltésgazdasági és Szervezési Intézet

1027 Budapest, Csalogány u. 9-11.
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LOT SIZING IN A PRODOCTION SISIBM FOB 

lERISHABLB INVENTORIES

A. Gunaaekaran 

India

ABSTRACT

The problems pertaining to production scheduling are 

becoming more complicated Issues In modem Industries because 

of uncertainty In the behaviour of men, machines and materials.

One of the problems which comprises of material planning has 

to be Identified In relevance to the system parameters to cushion 

the effect of demand fluctuations over time. The estimation of 

Economic Order Quantity (BOQ) for raw materials and Economic 

Production Quantity (EPQ) In a production system faollltdtms 

to solve ths problems of production scheduling with minimum 

total annual variable cost. In recent years, ths research on 

perishable Inventories are getting due consideration of production 

researchers for the Improvement of materials requirements 

planning act lelt les.

Realising the practical Importance of the control of 

perishable inventories like gasoline, alcohol, food products - 

and radio active materials in a manufacturing system, an attempt 

has been made In this paper to develop a mathematleal for 

deteiminlng the values of BOQ and EPQ considering the decay 

nature of the materials. A multistage production Inventory 

system ownufaoturlng multiple products has bean assumed for the
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■Óllal davalopaant. Little work b M  been done considering the 

I dsesy of the aaterials during processing. It is obvious to 

Í note that the cost incurred due to decay during processing is 

accountable one if the processing tlae is longer. A nuaber of 

decAyiag aaterials are being subjected to further processing 

I to attain the finished product fora, so the problea of considering 

 ̂ the decay during processing is inevitable one.

I An integrated production-inventory systea has been

I ‘eoneidered to identify the behaviour of the systea considering
Í.
I the perishability of the products during presence in stock and 

as sell as during processing. The aodel also takes into account 

the procureaent of several production batches of raw aaterial 

at a tlae. Kxponentlai decay has been assuaed both for in- 

process and ram aaterial inventory which are based on the on 

I hand Inventory. The basic criterion considered here to optiaise 

the batch slse is the alnialsation total annual vtaiable cost.

The asBuaptions aade relevant to the systea paraaeters are 

depicted in appropriate terainology. This paper also throws 

soae light on future research directions.

Mailing addresB >

Hostel lo. 1, Booa lo. 141, 

Indian Institute of Technology, 

fowal, Boabsy-400 076 

IHSU



ON THL INVERSE PROBLEMS OF CONTROL SYSTEM DYNAMICS

M.I. Gusev and A.B. Kurzhanski

The- report is concerned with the inverse problems of control

theory. These are to identify ^he initial state and a distur-*
bance or forcing term in the input of a dyneunic system on the 

basis of availctble measurements of the system output. Such /I
problems may arise, for example, in the solution of'one of the 

two basic problems of dynamics vdiich is as follows: assuming 

the motion of a mechanical system to be given, one is to deter

mine the forces that generate this motion. On the other hand, 

the problem under consideration is closely related to those of 

control and observation under conditions of uncertainy [1 ,2 ].

Let the motion of a control system on the interval [tQ,6 ] 

be described by the differential equation

( 1 ) f(t,x,u(t)), x(tp) “ x°, x GR", u(t)6 R*

where the initial state x'' and the function u(*), that represents 

the disturbance (the control), are assumed to be unknown in advanotf]

Suppose the output of the system is given by the following 

equation

(2 ) y(t) h(t,x(t) ,u(t) ) , t [t(j,ei

where the function h:(t.,6 ) x r" x r "̂ r™ is continuous.
 ̂ 0

All the information on w = (x ,u(-)) accessible a priori, 

is restricted to the inclusion w e W, where W is a preassigned 

set in the corresponding functional space.

The problem is to identify the term z - Fw under the restric

tion Aw = y, w € N ,  where the operator A transforms the pair w •

.0 .. _ -------(Here for example“ (x ,u(*)) into y “ y(") according to (1 ),(2 ) 

s • w, z

on the subspace L)

u(-) or z * Pj û(') where P is a projection operator
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Due to the noninvertibility of A the solution of the prob

lem In general Is nonunique. Following [2] let us consider the 

informational domain, consistent with y i.e., Z (y) = {z:z = Fw,

Aw - y, w£W}. If y is given with an error that does not exceed 

a 6 > 0 (Iy-y4l £ S), then Z(yj) may acquire an arbitrarily large 

deviation from Z(y) no matter what small is the 5. Therefore, 

in order to solve the problem it is necessary to combine the 

methods of the theory of lllposed problems (3,4] and theory of 

observation under uncertainty conditions [1,2].

It is possible to introduce some extentions Z^ of Z (y)

(the regularisations of Z (y)) that depend on positive parameters

E,a, and also to establish some results on the convergence of

Z (y{) to Z(y) under e-*-0, a-^0, 6-*-0, assuming the equations

(1),(2) to be linear in u(t). For systems (1),(2) that are linear

in x,u(t) a description of Z „ (y) may be reduced to the solutione, ot
of some standard variational problems. Further on the convergence 

of a proximal point algorithm to the solution of the basic prob

lem is examined.

A dynamic variant of the above problems with varying 6 is 

then considered and the dependence of the solutions on 6 is finally 

discussed.
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A  S U B G R A D IE N T  T E C H N IQ U E  F O R  S O L V IN G  A  

P A R T I T I O N E D  T R A E F IC  A S S IG N M E N T  P R O B L E M

Asa H a l l e f j o r d  

K u r t  J o r n s t e n

S w e d e n

M o d e r a t e l y  l a r g e  t r a f f i c  a s s i g n m e n t  p r o b l e m s  c a n  n o w a d a y s  b e  s o l v e d  d u e  

t o  t h e  d i s c o v e r y  b y  B e c k m a n n  ( 1 9 5 6 ) ,  t h a t  s o l v i n g  a  c o n v e x  o p t i m i z a t i o n  

p r o b l e m  y i e l d s  a  s o l u t i o n  f u l f i l l i n g  W a r d r o p ' s  f i r s t  p r i n c i p l e .  T h i s  

p r i n c i p l e  s t a t e s  t h a t  a l l  u s e d  r o u t e s  i n  a  t r a f f i c  n e t w o r k  h a v e  e q u a l  

c o s t  a n d  t h a t  a l l  u n u s e d  r o u t e s  h a v e  a  l a r g e r  c o s t .

M a n y  r o a d  n e t w o r k s  t o d a y  a r e  s o  l a r g e  t h a t  i t  i s  i m p o s s i b l e  t o  m o d e l  a n d  

s o l v e  t r a f f i c  a s s i g n m e n t  p r o b l e m s  i n v o l v i n g  a l l  t h e  l i n k s  a n d  n o d e s  i n  

t h e  n e t w o r k .  T r a f f i c  p l a n n e r s  a r e  c o m p e l l e d  t o  m a k e  a  n u m b e r  o f  

s i m p l i f i c a t i o n s .  U s u a l l y ,  o n l y  a  s u b n e t w o r k  o f  s p e c i a l  i n t e r e s t  i s  

s t u d i e d .  T h i s  w a y  o f  w o r k i n g  c a n  b e  v i e w e d  a s  a  s c h e m e  o f  a g g r e g a t i o n /  

d i s a g g r e g a t i o n .  T w o  c l a s s e s  o f  m e t h o d s  h a v e  b e e n  s u g g e s t e d  f o r  c r e a t i n g  

t h e  n e w  s u b n e t w o r k ,  " a g g r e g a t i o n  b y  l i n k  e x t r a c t i o n "  a n d  " c r e a t i o n  o f  

a r t i f i c i a l  l i n k s " .  O n l y  t h e  f i r s t  m e t h o d  h a s  b e e n  a p p l i e d  t o  l a r g e  s c a l e  

r o a d  n e t w o r k s .

H e a r n  ( 1 9 7 8 )  a p p l i e s  k n o w n  d e c o m p o s i t i o n  t e c h n i q u e s  t o  t h e  p r o b l e m  o f  

a g g r e g a t i n g  b y  F i n k  e x t r a c t i o n .  A  d r a w b a c k  w i t h  H e a r n ' s  m e t h o d ,  " t r a n s f e r  

d e c o m p o s i t i o n " ,  i s  t h a t  a  n e a r - o p t i m a l  s o l u t i o n  m a y  b e  f a r  f r o m  r e p r o d u c i n g  

o p t i m a l  l i n k  f l o w s  w i t h i n  t h e  s u b n e t w o r k  o f  i n t e r e s t .

I n  t h i s  p a p e r  w e  p r e s e n t  a  g e n e r a l  s u b g r a d i e n t  s e a r c h  p r o c e d u r e  w h i c h  

i s  b e l i e v e d  t o  g i v e  b e t t e r  a p p r o x i m a t i o n s  t o  t h e  o p t i m a l  s o l u t i o n ,  

m e a s u r e d  i n  l i n k  f l o w s .  S o m e  o f  t h e  a l g o r i t h m i c  d e t a i l s  a r e  b a s e d  o n  

a  r e s u l t  b y  N g u y e n  ( 1 9 7 9 ) ,  s h o w i n g  t h a t  a  s p e c i f i c  t r a f f i c  a s s i g n m e n t  

p r o b l e m  w i t h  e l a s t i c  d e m a n d  c a n  b e  s o l v e d  t o  r e p r o d u c e  o p t i m a l  l i n k  f l o w s .  

T h e  r e q u i r e m e n t  i s  t h a t  t h e  o p t i m a l  t r a v e l  t i m e  b e t w e e n  e v e r y  o r i g i n  -  

d e s t i n a t i o n  p a i r  i s  k n o w n .  U n d e r  c e r t a i n  a s s u m p t i o n s ,  t h e  t r u e  t r a v e l  

t i m e s  i n  t h e  s u b n e t w o r k  a r e  c o m p u t e d  d u r i n g  t h e  s u b g r a d i e n t  s t e p s .
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T h e  s u g g e s t e d  p r o c e d u r e  i s  r e l a t e d  t o  b o t h  t h e  " t r a n s f e r  d e c o m p o s i t i o n "  

t e c h n i q u e  p r o p o s e d  b y  H e a r n  a n d  " g e o g r a p h i c a l  d e c o m p o s i t i o n "  ( D a n t z i g  

e t  a l .  1 9 7 6 ) .

W h en  p r o b l e m s  a r e  s o l v e d  t h r o u g h  a n  a g g r e g a t i o n / d i s a g g r e g a t i o n  s c h e m e ,  

i t  i s  o f t e n  u s e f u l  t o  k n o w  h o w  m u c h  l o s s  i n  a c c u r a c y  t h e r e  i s  i n  t h e  

o b j e c t i v e  f u n c t i o n  v a l u e  w h e n  t h e  a g g r e g a t e d  p r o b l e m  i s  s o l v e d  i n s t e a d  

o f  t h e  o r i g i n a l  p r o b l e m .  S u c h  b o u n d s  c a n  b e  d e r i v e d  d u r i n g  t h e  p r o c e s s  

o f  s o l v i n g  t h e  p a r t i t i o n e d  t r a f f i c  a s s i g n m e n t  p r o b l e m ,  b u t  s i n c e  t h e  

o b j e c t i v e  f u n c t i o n  i s  o f  a n  " a r t i f i c i a l "  t y p e ,  i t  w o u l d  b e  m o r e  v a l u a b l e  

t o  c o m p u t e  a  m e a s u r e  o f  " g o o d n e s s "  b a s e d  o n  t h e  s o l u t i o n  i n  t e r m s  o f  

l i n k s ' f l o w s  i n s t e a d .
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T ra n sp o r ta tio n  N etwork A n a ly s i s ,  R e p o r t DOT-TSC-OST-76-26.

Hearn,D. (1978) N etwork A g g re g a tio n  i n  T r a n s p o r ta t io n  P la n n in g , M a th teoh  
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THE 0? F0TNT-I-I:-:B n o i s b s o u r c e s o k

Ci-i'a-ilCAI, DISTRIBUTED PAHAHETEa SYSTEMS '

K3.tf.lin M.HANGOS - Tibor VIHÁG 

Hungary

The modeling o.f stochastic distributed parameter systems 

hcs a great importance in chemical engineering from the view

point of fault detection, measurement device placing and 

control. Although several attempt has been done in the recent 

literature to make suitable models for such systems but the 

solution of real industrial problems is mainly based on the 

heuristic linear multivariable approximation of the complicated 

nonlinear stochastic distributed parameter chemical systems.

In our paper the following integral equation has been

chosen for the stochastic model of a one dimensional chemical

system in transient state 
t i  L

] Í T ( x , T , a j ) - T b ( T ) ] d T =  i f  K(x,l^) { ( ? , ! , Cj)d I d T -  
0 0 0

L /!/

-  I -T'(p]d|

X space coordinate ( Oé x á; L ) 

t time(0 á  t ) 

pj ■ elementary event

T(.,.,.) system state variable /temperature, concentration,!

etc./

i  system source variable/heat transfer, chemical

reaction, etc./

K(.,.) kernel function /describing the mixing conditions

in the system /

where



T^,(.) inpat function /in time at k -0 /

T, ( .) initial State function /in space at i-0/

The a tfo xve aC tiia fluctuationa iliTI-,.,-) la ascuned to 

be in the syatera .eource variable conceftíHitod In one >c - ̂  

point:

fC5,T,aj)-[cT*t f°lT,co)] /2/

where •

C|T* constants

otesdy Gtate process with continuous tra.jectories 

w.p.l.

(5̂  ̂ Dirac-delta distribution

E{{"(T,.)]'0 for all X .

Under these assumptions it can be shown that the process

T(...) is also steady-state one and its correlation function

fulfills an explicit operator equation which is closely related 

to the operator equation of the solution.

Jt has already been developed an efficient numerical 

method for solving such operator equations thus it is possible 

to obtain the correlation function for practical cases. She 

proposed method can be easily extended to more complicated 

noise sources too.

-  !3V

K.i'.iiMIGOS: Computer and Automation Institute of the 
Hungarian Academy of Sciences 
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T.VIPJ.G: Research Institute for Technical Chemistry of the 
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Effects of power-converters, compensation 

equipment and filter circuits on the volt

age trajectories in electrical distribution 

systems.

Prof. Dr.-Ing. habil. Christian Hendrich 

West Germany

By means of modern power converters an optimal and dy

namic control of the power flow in electrical distribu

tion systems with d-c-engines can be achieved. Reactive 

power flow and network losses are minimized by means of 

electronical or mechanical operated compensation equip

ment. On the other hand more and more low voltage elec

tronical equipment is used for control, protection, cal

culation, research and others. The power converters and 

the power compensation equipment generate upper harmon

ics and under-/overvoltages which may disturb each other 

or damage electronical equipment.

For the compensation of the upper harmonics in the a-c- 

currents filter circuits must be installed. The planning 

of these filter circuits in general is based on the con

ventional ideal rule for the harmonics, which means that 

only characteristic harmonics occur. For example in case 

of a six-pulse bridge converter, only filter circuits 

for the 5th and 7th harmonics are considered. But our 

calculation and measurements show that in the dynamic 

operation mode not only these characteristic but also 

non-characteristic upper harmonics of the order 2 and 4 

occur, which have amplitudes up to 7 % of the fundamen

tal harmonic. This effect is very important, if we take 

into account that an installed filter circuit for the 

5th harmonic together with the inductance of the feed

ing network will have another resonance frequency be

low the order 5, in general near to the order 4!
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For the fundamental harmonics the filter circuits oper

ate capacitive. This must be considered in the case of 

dimensioning the reactive power compensation equipment.

If this compensation should be realized by means of con

trolled capacitors, under- and overvoltages occur in ca

se of switching, which may be dangerous for electroni

cal equipment. The values of these under-/overvoltages 

depends on the ratio of the switched capacity to the ca

pacity, which is already connected to the system. Consid

ering this rule prohibited voltage deviations can be 

avoided.

On principle the interaction of power converters, power 

compensation equipment, filter circuits and low voltage 

electronical equipment should be taken into account al

ready in case of planning and if possible studied by 

means of transient analysis.

University of Federal Defence Munich 

Department of Electrical Engineering 

Werner-Helsenberg-Weg 39 

D-8014 Neubiberg, FRG
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ORELIA : A PROBABIUSTIC MODEL FOR THE EXPANSION PLANNING 
OF THE EHV ELECTRIC POWER SYSTEM

A. HERTZ

1 - THE LONG-TERM SCHEDULING OF THE ELECTRIC ENERGY POWER SYSTEM

ORELIA is a tool made available to those involved in the scheduling of the main
grid at EOF.

In more precise terms, this tool concerns planners seeking the target towards 
which the system should head in 2Ü years or more as modifications are made on the 
system.

Determining a target system is obviously a difficult problem : careful conside
ration must be especially given to the impact of the planned investment on the 
transmission system when siting the new generation units. The solution being sought 
- the localization of the new generation means and reinforcements of the system - 
should minimize the sum of investment annuities and the estimated planning cost for 
tl'ie year under consideration.

The planning cost itself takes into consideration, on the one hand, the operating 
cost of the system for EDF, and on the other hand, the cost of the unsupplied energy 
to the customers. In order to estimate the planning cost, the various unavailabilities 
(failures, maintenance) liable to affect the generation and transmission equipment 
must be taken into account. This is essential, since a large part of investments on 
the system corresponds to the need to be able to cope with randoms involving the 
availability of equipment. Moreover, the planner must also study several develop
ment scenarios in regard to consumption, techniques, etc.

2 - THE ORELIA MODEL

ORELIA was thus built in order to "optimize" simultaneously the introduction of 
new means of generation and the development of the transmission system, while 
taking into account the random aspect of the problem. The use of a new method -the 
"subgradient stochastic method" - has made this possible. However, this method 
furnishes results in terms of continuous variables. The method was thus comple
mented, in ORELIA, by an heuristic method supplying results in integers for lines or 
units. The execution of both methods is quite similar from an algorithmic point of 
view,

3 - MATHEMATICAL MODELLING OF THE PROBLEM

Before briefly describing both methods. It would be useful to formulate the ■ 
problem in more precise terms. The problem may be stated with the following 
formula :

Min [a.y + E f(y,s)3
y e D

y is the vector of the unknown investments (generation and transmission) subject to i 
stay in set D.

D is the intersection of a block and hyperplanes. The block reflects the bound I 
constraints which each of the potential investments (investments already under-J 
taken, site or corridor constraints, etc.) must respect. The hyperplanes express the ; 
possible knowledge of the investment volumes per type of generation facility.

a designates the vector of unitary costs of investment in terms of annuities,
s is a random vector reflecting the various possible situations of availability of ^

generation and transmission equipment.
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f is the planning cost function associated with a vector of invesrnents and an 
availability situation. Its computation is that of an "economic dispatch" modelled as 
a minimal cost transportation probiem, making it a convex function.

(To carry out this modelization, which neglects KIRCHHOFF’s second law of the d.c. 
approximation, the capacity of the system lines is weakened).

E designates the mathematical expectation of f(y,s) on the probability space asso> 
dated with s.

THE STOCHASTIC SUBGRADIENT METHOD

The principle of this method was the subject of two papers (PSCC 1981 and IFAC 
19B2). Since then, the metlxjd has been put into practice with a certain degree of 
success ai^ it shall be briefly described here. Moreover, it is the basis for the 
integer method. It consists essentially in the construction of a sequence :

>'n*l = PfD - - ■'n
8̂  is a sequence of availability situations selected at random,
g(y,s) the gradient (or the subgradient) of the function a.y + f (y,s) computed from the 
dual solution of the transportation problem,

the element of a sequence of type a / (b + n),
P(D,y) the projection of y in set D.

This method converges in theory and, to a considerable extend, in practice, at 
the cost of tens of thousands of situations selected at random (for 100 connections 
and 30 installaticxis of units app. 30 mn IBM 3061).

3- THE INTEGER METHOD

In certain ways, this method is similar to the "cut method". Its execution is 
similar to that of the stochastic gradient method.

The main difference is that a sequence O of values for set D is made' to be 
descending ojntil there remains only one point. £very m (presently 1000th) iteration, 
some of the bounds between which the potential investments must rdmain (and 
which define the block having D in it) are brought closer together. The choice of 
which bounds will be modified is heuristic and depends, in particular, on the values 
taken - .at the time of the choice -by vector y of the investments and by a vector 
means of the gradients on the last m itera.tiois. In addition to this, the choice is 
carried out so as to restrict set D in a way which is neither too fast, nor too slow. In 
practice, ten or twenty packages of m iterations are needed for an example like the 
preceding one, with the necessary CPU time being approximately the same.

This method, which features a rather simple design, si4>plie$ nevertheless good 
integer solutions, related to the "continuous variable" solutions of the same 
problems.
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SENSITIVITY ANALYSIS OF AN OPTIMAL CONTROL PROBLEM 

ARISING FROM AIR QUALITY CONTROL IN URBAN AREA

Piotr HOLNICKI, Jan SOKOLOWSKI, Antoni 20CH0WSKI 

POLAND

The object considered in the paper has a form of a computer 

model for short-term prediction of air pollution in a city, pre

destined for supervising SO2 emission of power plants in Warsaw 

Metropolitan Area [l]. The process of pollutant dispersion in 

the atmosphere is described by two-dimensional advection-diffu

sion equation (2), averaged over the mixing layer height.

Basing on such a model, the real time emission control pro

blem for the network of heating plants serving the area was for

mulated :
T T n

J(u)=/ f r(c-Cj)^d d t + 4  Í E BjU?(t)dt-unin, 
o a o j=l  ̂ ^

( 1 )

with state equation:

n
c. +w grad c - KAc + ac = Q + E x • )u • (t) in Q x [0,t] (2)

j=l 3 3

3c/3n = 0 if w - n > 0 ,  c=0 i f w » n < 0  on anx[0,T] 

c(o) = c° in n,

and constraints

Vj,t6 [0,t] Uj<Uj(t)sUj

Au(t)>b(t), u=(u^ ,...

(3)

(4)

The problem may be interpreted as the minimization of the 

total loss (1) containing enviromental damage incured by air 

pollution as well production cost. The controlled emission sour

ces Uj are subject to technological constraints (3) and minimal 

supply requirements (4).

The computation of wind field w takes into account the 

structural data (geometry of the city, topography ect.) and 

meteorological forecast, while horizontal diffusion coefficient 

K depends on atmospheric stability. Hence both of these parame

ters as well as deposition factor a are subject to significant 

error. Using the method proposed in [2], we Investigate the lo-
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cai sensitivity of an optimal control for the problem (l)-(4) 

with respect to the perturbations of the coefficients of state 

equation (2); e.g. given diffusion coefficient

K = K + eK, ,e o 1 e > 0 (5)

where K are given elements, then it can be shown that the

optimal control for problem (l)-(4), 

takes the form:

u = u + eq + o(e) .—£ —o 2, —

for e >0, e small enough,

( 6 )

Here the element q is the so-called functional sensitivity coe

fficient for the optimal control problem (l)-(4).

We derive the form of the functional sensitivity coefficient 

for the problem (l)-(4). It is shown that the sensitivity coeffi

cient is given by a unique solution of an auxiliary, convex, con

trol constrained optimal control problem. Using this results we 

propose a numerical method for the determination of the sensiti

vity coefficients. Numerical results for the test optimal con

trol problems are presented.
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ON MATHEMATICAL MODELS OF IMMUNOLOGICAL TOLERANCE 

T. Hraba, J. Dolezal

Experimental evidence suggested that tolerance to 

human serum albumin induced in chickens shortly after 

hatching could be caused predominantly by B cell toler

ance. A simple mathematical model was developed assuming 

that tolerance was due to elimination or irreversible 

inactivation of B cells and subsequent recovery from 

tolerance caused by the differentiation of new immunocompe

tent cells. The model assumed two compartments of B cells, 

Immature and mature ones. However, the experimentally 

observed reoovery from toleranoe was much slower than the 

values caloulated by means of the mathematical model, even 

when two collaborating B cell populations reactive to 

huma{i serum albumin considered.

Therefore T helper (Tĵ ) cell toleranoe was included 

into the mathematical model. As in the case of B oell 

toleranoe, T̂  ̂oell toleranoe is assumed to be due to 

Irreversible Inactivation by emtigen euid the reoovery 

of Tĵ  activity is ascribed to differentiation of new T 

lymphocytes. In the original version, only the l&ature T 

oell compartment was considered. Then also the case of. 

two compartments of T cells (immature and mature) was 

investigated. In both oases, the calculated values of 

recovery from toleranoe were compared with experimental 

data. We concluded that Tĵ  oell toleranoe explanation 

can lead to the assumption of two families of Tĵ  cells.



Our model assumes as the major mechanism of 

Induction of tolerance direct Inactivation of cells 

b; antigen. However, other mechanisms were observed 

to cause or participate In effecting tolerance. 

Therefore, alternative models of tolerance are being 

considered which Involve other mechanisms of toler

ance Induction, e. g. suppressor cells.

I. Hraba, Institute of Uolecular Genetics, Czecho

slovak Academy of Sciences, Vldenská 1063,

142 20 Praha 4, Czeohoslovakla

3m DoleSal, Institute of Information Theory and 

Automation, Czeohoslovak Aoadsmy of Soienoea, Pod vo- 

dárenskou v8zi 4, 182 08 Praha 8, Czechoalovakla
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AN INTERVAL ARITHMETIC METHOD TO FIND THE GLOBAL MAXIMA 

OF MULTIVARIABLE FUNCTIONS 

Kozo Ichida* and Yasuo Fujii**

J apan

The problem considered in this paper is to locate the 

point(s) such that the values of a multiextremal function

f ( I... , has the greatest value in a given region.

Various methods, both deterministic and probabilistic, 

are developed to solve this global optimization. However, 

very few methods guarantee the true optimum. We use the 

method of interval analysis where the lower -and the upper 

values of f are calculated as an Interval for any interval

value of X. Suppose that f belongs to and the original

region is a hyperrectangular. This region is divided 

successively, and in each subregion the interval value of 

f is estimated. We can discard subregions where the true 

maximum cannot exist, and finally the global maximum 

point(s) can be obtained. The difficulty is that the 

memory size and the computational time grow rapidly as 

the number of variables increases. To overcome this 

difficulty we make use of the Interval version of Newton 

method to find relative extrema in the region and on the 

boundary. In the latter case one or more variables are 

fixed as constants, so that dimension-varying Newton 

method is necessary. The algorithm is summarized as 

follows. The capital letters denote intervals.
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Step 1 In each subregion calculate F'=( 3F
3Xn

3F
"3x,. )

'"1
If the subregionand D = det (Jacobian matrix of F).

Includes the boundary, set flag = 1 .

Step 2 If 0$F' the subregion can be discarded since 

no relative extrema exist in it. However, in case that 

flag = 1 , its intersection with the boundary must be 

reserved as a subregion. Otherwise test whether O G D  

or not. If it is true then divide the subregion and go 

to ^tep 1, else apply Newton method and conserve the 

result. Note that the degree of Newton method is 

less than k when the subregion is a part of the boundary.

Step 3 We can discard subregions that have the upper

values of F less than the greatest lower value of F so 

far computed.

Step M If the size of each remaining subregion is 

greater than the prescribed criterion, then divide the 

subregion and go to Step 1. Otherwise they give the 

final solution.

Bit the present method, we have found the global maxima 

of several test functions up to five variables. * **

* Faculty of Business Administration, Kyoto Sangyo 

University, 603 Kyoto, Japan

** Educational Center for Information Processing, Kyoto

University, 606 Kyoto, Japan



NONCOOPERATIVE GAMES Dill'I NED LY RELATIONS 

Ad am Id z i k 

Poland

A noncooperat.i ve game defined by relations 

1=I(A^,4>^, <^)|icl} is a nonempty set I of players and for

each j € I : a set A. of decisions of the player i., a func* 
A ^

t.ion vi».:A-*-2 i which restricts decisions of the player i

^A=^{AJ^| l£It, 2 - the family of all subsets of a set B)

such that is a re-and a relation function

lation on the set ij)̂ (a). Let 4»ĵ Ca) denote the set of maximal

elements for in $^(a). An element a t (a) | iel} is j
called an equilibrium in r.

Let E be a real Hausdorff topological vector space. A set 

K c E  is approximatively finite convex if for each neighbour^ 

hood V of O t E  there exists a finite subset {x. | i€I}cK 

and a finite family of convex sets | itilsuch that V

for each i'fel and KcUix.+C. 1 i €. I}.

THEOREM. Let i I} be a family of real Hausdorff

topological vector spaces. If for each iel : A. is a non

empty convex subset of E
i' is a continuous function, \

K ’Where is a compact subset of A^ and 2 i is the family of non-1

empty, closed subsets of Tĵ (A) is approximatively finite: 

is an irreflexive, transitive rela-convex; for each at A 

tion defined on
JL

b,C£<i)^Ca) and b c} is closed in A>̂ Â Ĵ Â ; T̂.ia) is con

vex for each at A, then there exists an equilibrium in r»

|(a), such that the set {(a,b,c) 6 A'̂ A.xA. | 
.a  ̂ ^

This theorem generalizes Theorem 2 in (1), Theorem 7 in 

(2), and Theorem 17.1 in (3).
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Dynsmic optimization method for plant expansion planning 

with probabilistic operation simulation

(lottfried Igelmund 

»(est Oerraany

The aim of expansion optimization is to adjust a power 

system to the alterations of the demand for load and energy 

oocuring during the course of years, and at the same time 

to minimize coats for all periods of time, deasons for 

plant expansion are the deficiency in load or energy or 

high operating costs, i-’or every year you have several 

alternatives for system expansion: adding new plants 

(nuclear, coal, gas, etc.), stoppage of old plants or 

making improvements on old plants, for example upon 

efficiency or diminiution of polluting emission. Thus you 

get a solution tree which in each period you take the best 

branches from of the then different power systems as a 

basis for the optimization in the next period.

The periodical overall coat of the power system is the siun 

of annual capital cost and the fixed and variable operating 

costs of all power plants. Pixed and capital costs only 

depend on the features of the plants, the variable costs 

depand on the operation time of the plants reap-, the 

generated energy.

Power plants with low fuel cost should have high operation 

time and vice versa. In order to achieve this you have to 

load the power plants following the order of Increasing 

fuel cost. But the operation time of each plant is restric

ted by the load duration curve at the load position of the 

plant. Because of failure probability the plants don't 

generate the amount of energy that is the partial integral 

\znder the load duration curve in their order position. High 

cost plants must make up for the loss of energy of the low 

cost plants so that even the plants with high fuel cost 

have to generate a small amoxmt of energy. Therefore you 

develop step by step the so called equivalent load function 

from the load duration curve and the loads and failure
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probabilities of the power plants.

This was the basic idea of the earlier works of Marquis, 

Jaraoule and Dillon, riut power generation of most plants and 

energy types is restricted by reason of maintenance or even 

non-technica I reasons, so that free operation simulation 

doesn't work. Therefore first have to load all plants 

up to their lower bounds of generated energy and then up to 

the lower bounds of the generated energy of the energy 

types, finally you load all plants according to increasing 

fuel cost and order their simulated operation times by 

decreasing values, so developing the operation function, üf 

course you have to consider the upper bounds of generated 

energy.for each plant and energy type.

With pump storage stations in the system some other plants 

have to generate the required pump energy, iou can derive 

specific variable costa for pump storage stations from the 

fuel cost of the pump energy generator and the efficiency 

factor of the pump storage station.

■fou have to take into consideration, that the integral of 

the operation function does never exceed the integral of 

the equivalent load function except in case of generated 

pump energy because otherwise the power system will 

generate unwanted and useless energy.

The optimum loading order which was used to construct the 

equivalent load function differs from the real order of 

loading the power plants on account of the restrictions in 

energy generation for plants and energy types. That's why 

the energy generated by the whole power system often 

differs a little from the periodical demand for energy. A 

slight approximation of the equivalent load function 

corrects this deffeot. A prototype of a computer program, 

written in FORTRAN, required only two approximation steps 

to get the correct results.

Dipl.-Math. 0. Igelmund 

Am Wehweg 5 

D-5165 Vossenack
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Practical Methods in Computational Geometry and Their 

J^lications to Geometrical and Geographical C^timization Problems

Masao IRI, University of Tokyo, Japan

Progress in the algorithmic theory of computational geometry for the 
past decade is one of the most remarkable we have ever seen in many fields 
of computer science. However, it seems that the progress has been so 
bipid that we have not been able to carefully evaluate the theoretical 
Msults from the practical standpoint, nor have we had enough time to 
linplement them as computer programs and to apply them to optimization 
■roblems in other disciplines such as operations research.
P This is a survey of part of the ideas, their implementations and the 
results of computational experiments on model problems as well as real- 
•̂eale problems which have been got, developed and carried out by the 
J^thor’s re'search group for fundcunental problems in computational geometry 

geographical optimization problems.

] 1. Linear-time approximation algorithm for the minimum~length matching 
[for points in the plane and its application to the improvement of the
pen-movement of a mechanical plotter;-- A graph to be drawn by a mechanical
plotter is first transformed to a Euler graph by adding as few fictitious 
judges as possible (their number is easy to determine) , and then is drawn 
■j^cursally. Fast (i.e., linear-time) exact algorithms are known for the 
Eatter stage, whereas the )cnown exact algorithm for the former (which 
pnitains the matching problem for the odd-degree vertices of the graph) , 
although it is of polynomial order, say, of cubic order, is too much time- 
^Bosuming for Icurge graphs with as many as tens of thousands of vertices 
land edges.

The approximation algorithm for the former stage, which makes use of 
the technique of "bucketing" , i.e., partitioning the planar region concerned 
Into equal square "buckets", and of traversing those buckets in a highly

(
naky" way, runs in time lineau: in the size of the graph to be drawn, and, 
iving been applied to determining a proper order of drawing edges of large 
toad networks, Voronoi diagrams and VLSI patterns, has been proved to 

prastical^ r^uce the plotting time.

! 2. Practical algorithms for the point-location and the range-searching
BBpblems;-- The point-location problem is: Given a partition of the plane
Ijito polygonal regions, to determine to which region the query point 
jiMilongs each time a query point is given. The range-searching problem is: 
l^ven a set of points in the plane, to enumerate all those points which 
are included in the query polygonal region each time a query region is 
given. There are several variants as well as extensions of those problems.

There have been proposed a number of quite sophisticated algorithms 
|fcighly efficient in the sense of the worst-case time/space-ccanplexity, 
but they run as fast (or as slow) even in the average case as in the worst 
‘case, the coefficient of proportionality hidden in the capital 0 of their 
^■■plexity function is usually fairly large, 5uad, what is worse from the 
;^actical standpoint, they are not so easy to implement due to the level 
of sophistication in algorithm and in data structure.

The idea of using buckets to localize the entire probl^ to sane 
!aaller problems of a constant size (at least on the average)— constant 
jbuiependent of the size of the entire problem however large it may be 
1^, and then applying a little elaborate strategies to solving the thus



localized problems, has been pursued to get easily implementable algorithms 
for the point-location and the range-searching problems. They were proved 
to run very fast on the average (in linear time with a small coefficient 
of proportionality for most problems) at the sacrifice of slight deterioration 
in the worst-case performance. (The worst-case is rarely met in practice.)

Specifically, the point-location algorithm makes use of the bucketing 
technique in combination with "lazy or retarded application" of the 
"slabbing" technique within a bucket, where the minimum amount of preprocessing 
is done to produce the data structure for the later use in slabbing.

The range-searching algorithm partitions the plane into buckets and 
pifoduces an artificial graph with the given points as the vertices at the 
preprocessing stage. When a query polygon is given, the intersections of 
the polygon with the artificial graph are searched, where the buckets make 
the intersection search efficient. Then, the required points can be 
enumerated by the help of the Jordan curve theorem.

Computational results show these algorithms are more than satisfactory 
for practical problems.

3. Improved incremental algorithm for the Voronoi diagram for points and
that for line segments;--  Nobody will doubt that an algorithm of the
divide-and-conquer type is the best algorithm for constructing the Voronoi 
diagram for many points given in the plane because it is proved to be the 
optimum in the worst-case complexity and is not very difficult to implement. 
However, for n points, it takes 0(n log n) time even on the average, and, 
as experience has taught us, the most familiar divide-and-conquer algorithm 
which divides the given set of points into subsets according to their 
x-coordinates often suffers from a certain kind of numerical instcűaility 
for large n, say, more than several thousands.

In such a context, it is interesting to see that the more primitive
incremental algorithm --  which, instead of giving all the points at a
time, adds them one by one and modifies the diagram step by step accordingly 
— - can be improved to run in linear time on the average for randcxnly 
uniformly distributed points and, furthermore, that it is highly robust 
against the nonuniformity of the distribution of points. This improvement 
has been achieved by means of an elaborate order in which to add the 
points, i.e., by adding the points one by one in such a way that, at any 
intermediate stage, the points which have been added may be distributed 
in the plane as uniformly as possible. In order to design such an ordering 
algorithm, the partitioning of the plane into buckets nximbered in a tricky 
order is used. Cconputational experiments have shown that the improved 
incremental algorithm constructs the Voronoi diagreuns for as many as tens 
of thousands of points in CPU time about a quarter millisecond per point 
on a st2mdau:d large computer (of speed eűx)ut 17 MIPS) .

Existing algorithms of the divide-emd-conquer type for the Voronoi 
diagram for n straight-line segments run theoretically in 0(n log n) time, 
but they seem to be more difficult to implement than those for points are. 
Moreover, numerical instability will be more serious because it is necessary 
to exactly determine the intersections of straight lines and pareibolas 
which are often tangent to one £unother. In contrast, if line segments 
are regarded as consisting of their end points and the interior "open" 
segments and if the Voronoi diagram is constructed first for the end points 
and then the interior open segments are added one by one, a line-segment 
version of the incremental algorithm is obtained. This algorithm has 
qualitatively the same properties as that for points, i.e., it runs in 
linear time on the average and is robust against the nonuniformity of the 
given configuration of line segments. Conputational experiments have
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shown that it constructs the Voronoi diagram for line segments in CPU 
tiae a little more than one millisecond per segment. Numerical instability 

Is jMsier to circianvent in the incremental algorithm than in the divide- 
i^^^conquer algorithm.

4. Various kinds of geographical optimization problems:-- Many problems
of ||PtinÍ2Íng the locations of facilities in the plane are mathematically 
fl̂ lMlated as the problem of determining the coordinates of n points,

, in such a way that a certain function F(x,,...,x } may take the 
I n 1 n .

^dnimum or maximum value. Typical examples are as follows.

<PI ' To minimize F (x, ,... ,x ) = f (min. |x-x, || )dy (x) , where x .... ,x are

the locations of n facilities, m is the measure representing the population 
density and f is a monotone increasing function representing the loss for 
an inhabitant to gain access to the nearest facility. This is the problem 
of determining the facility locations so as to minimize the total loss of 
the inhabitants assuming each inhabitant receives service from the nearest 
facility. In this case, F can be expressed in terms of the Voronoi diagram

for points —  ,x^ as F(x^,...,x^ )dp(x), where is the

ritory") of point x^.

<V\>'I*' 1 1 1
f

c(•Wioi region (i.e., the "territory") of point x. 

<PII> To maximize F(x,, where u and

V.'s are as above, and* {A. } is a given partition of the plane into n
polygonal regions A.

1'**’
A . This is the problem of "approximating" the

given partition by a Voronoi diagrcun.
Sometimes, a moving facility will offer service at places x

may be restricted within asay, on each day. Then the dist2mce ||i

Jfpecified value, to give rise to the following constrained version of 
1<PI>.

Sp
(fj <PIII> To minimize F (x ,... ,x y

" i*' 1
J s D  (i-1.... n-1)

f (||x-x̂ |{ )dw (x) subject to the 

(and llx -xJjsD for a periodic problem).l i t r a i n t s  l lx .- i - .
" 1 1+1“ " n 1'

If a ̂ facility can offer service while moving and if the path of its 
(vment is assumed to be polygonal, then the Voronoi diagrcun for the 

'edges of the polygonal path will be needed. Scanetimes, the constraint on 
the total length of the path may further be imposed.

!l <PIV> To minimize F(x 

traint ' l

1...
j 3

SO, where x

-P^ (x) [j )du (x) subject to the

-,̂ [i— , are the vertices of the polygonal

“ path P, V, is the Voronoi region for the j-th edge E . of P connecting 
.̂ vertex x.^to x.^,, and P. (x) is the point on E. that^is the nearest to x.
I j 3"̂ l J j
X (In a periodic problem, x  . is regarded as x , .)

n+1 1■Í

a

All the problems <T>I> through <PIV> have the two-fold difficulties.
Cme Is the "combinatorial" difficulty due to the nonconvexity of the 
lEonction F, and the other is the difficulty in actually computing the value 
of F and its derivatives. The former is so serious that we may be contented

I J
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with a local optimum. However, by virtue of the fast Voronoi-diagram 
algorithms mentioned in the above, the latter is no longer a'difficulty.
Computer programs, which are basically rather primitive descent methods 
calling the fast Voronoi-diagram algorithm repeatedly for computing the 
objective function and its derivatives, have succeeded in finding local 
optimum solutions for the above-mentioned problems with more than one hundred 
points and segments in a practicable time.

A number of theoretically interesting phenomena are observed experimentally, 
for example, for n large, the "density” of optimally located facilities is 
in a simple relation to the population density for each specific f in <PI>; 
if D is very large, the solution to <PIV> seems to approach a kind of 
"space-filling curve" as n increases; etc.

Dynamical versions of the problems can also be considered. For example.
if n facilities offer service at x. at noon on the j-th day of

l O  ' ■ n, j
the week and if the loss for a demand occurring at place x  at time to gain 
access to the i-th facility open on the j-th day (t.* the noon of the j-th

day) is a function of |lx-x ^+a^|t-tj|^ (a being the conversion factor

of a temporal interval into a spatial distance), then the following dynamical 
version of <PI> will arise.

<PV> To minimize F (a
. 1,1 n,l 1,2' n,2 ' 1,7' ' n,7'

^i ' V  II I t-t .|̂ )du (x, t) , where g(x,t) is the measure representing

the distribution of demands in the space-time, and is the space-time

Voronoi diagram with respect to the metric [|x-yj| | t-s | ̂ .
If the space is one-dimensional, the space-time is two-dimensional, so 

that it is now computationally easy to deal with the problem <PV>. However, 
for the two-dimensional space, a faster algorithm is to be developed in 
order to handle large problems of type <PV>.

References [omitted]
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MODELLING THE UNIT COMMITMENT 

PROBLEM BY A DECOMPOSITION METHOD

by

KURT JAKOB 
AUSTRIA

HERBERT WAGNER
FEDERAL REPUBLIC OF GERMANY

Abstract:

Managing the continually increasing systems for production 

and distribution of electric energy is becoming more and 

more difficult. One of the significant requirements is to 

save primary energy and costs by means of optimum power 

plant utilization. In this field which so vitally affects 

power generation and distribution, and with due regard to 

all the given conditions'of energy management, technology 

and policy, computer centers and powerful optimization 

programs may be used with advantage to assist the load 

dispatcher in planning the operation of generation plants 

and supply systems.

The result is a saving in operation costs and more efficient 

power plant operation as compared with previous operation 

planning and management schemes. The outlined procedures 

will assist the load dispatcher to find an optimal operation 

of generation plants and supply systems.

♦
Naturally, such methods can also be used to simulate the 

effects of power system failure or maintenance, forecast 

reserve capacities and plan the layout of new power stations.

Depending on the tasks to be handled, it is necessary to 

select a suitable planning time-scale. Long-term optimi

zation (new plant planning) extends over a period of 

several years. Medium-turn optimization involves the deter

mination of basic data for the management of large water 

reservoirs, for power supply contracts and for primary 

energy planning. Depending on reservoir size or length - 

of contract, the period concerned may range from several 

weeks to one year. The aim of short-term optimization is



to plan power plant utilization for the next day, the time- 

scale often being extended to one week. A further subdivision] 

of periods for instantaneous optimization (minute-hour), 

automatic generation control (second-minute) and primary 

control (second) is necessary for operations management, but 

is less relevant to operations planning.

The applied algorithms make it possible to handle thermal 

systems, as well as hydrothermal systems. Further it is 

possible to take into account a system of combined water 

reservoirs as well as the use of power supply contracts.

The aim of this planning algorithms is to built up a unit 

commitment, combined with a load dispatch schedule for the 

selected power plants, so that the total operating costs 

lor the given time period are kept to a minimum, taking 

into account all relevant conditions - static,’ dynamic 

and integral contingent conditions. For example, the start

up costs of a generating unit modelled as a function of the 

numbers of hours the unit has been down, the minimum up

time and the minimum downtime are influencing the production 

costing during the optimization procedure.

The decomposition technique which is used here splits up the 

whole problem to a sequence of detailed tasks. Every task is 

now be handled with an optimizing algorithm of its own, inte

grated into an overall optimum at the end of each iteration 

cycle.

Thus the unit commitment problem in the first stage involves 

a suboptimal selection of power plants for the considered 

time-period. The second stage deals with the optimal load- 

dispatch, concerning the power plants selected above. These 

two stages are combined within a Gauss-Seldel iteration 

strategic to find an overall optimum.
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OTE-KACHIBE SCHEDULIBO PROBLEMS WITH RESOURCE CONSTRAIÍTTS

Adam Janlak 

(Poland)

Til no« one-machine scheduling problems have been con

sidered under assumption that operations processing times are 

constant (s.g. [l]). In the presented paper these problems 

•re generalized to the case when operations processing times 

depend on an alloted amounts of resource (e.g. energy, fuel, 

oxygen, catalyst raw material, money); at the same time both 

the amounts of resource alloted to each operation and the 

global amount of resource being constrained.

One machine scheduling problem with allocation of con- 

tinously-dlvlslble constrained non-renewable resource' can 

be formulated as follows. There are n jobs that

are to be processed on one machine. Bach job consists of 

one operation 0^. The machine can handle only one job at- a 

tlae» The operation 0^ corresponds to the processing -time p^. 

We shall assume that p^ • > b^ - â Ûĵ , where n^ Is

the nsource amount alloted to and a^ > 0, > 0, We

assuma, moreover, the following set of feasible allocations 

of resourcet

U í |ü e r“ ! Ü «[u^,...,u^,.. A 111 ^ S

1- 1,2 , .n},

•here U is the global amount of continuously-divisibls 

resource euid 1-1,2,...,n, are known. For each job

the release date r^, l.e. the moment at which the job is - 

available for processing, and the due data d^, l.e. the s>;«a«nt



by »hlch tha Job should be oompletad, may ba also given.

There may exist precedence constraints between Jobs.

One-machine scheduling problem with resource constraints

consists in finding such a permutation of Jobs on machine and

such em allocation of resource 0 that one of the follow-
♦

Ing criteria ba minimizedi

1) maximum cost S max|oj^(Cj^(iT,ü))|, where Oĵ (t)

is a non-decreasing function in tha time variable t and Cj^(v,ü) 

is a completion time of Job in a permutation ir under an al

location of resource ü € U;

2} maximum completion time ' max{Cj|̂ (ir,ű)ĵ ;

3) maximum lateness ■ max-fC. (ir,ü) - d.
““  i ‘■ i n

4) weighted sum of completion times > *.0.(11,Ü),
^ 1 = 1  ^ ^

where w^ is a weight attached to J^;

3) weighted sum of tardlnassos w.T. (7T,ü), where
n I ) 1-1 ^ ^

Tj(1T,u) = maxi 0,Cĵ (lT,S) - dĵ |.

Some properties of the optimal control in the one-machine 

scheduling problems are shown. In particular, it is shown 

which one-machine scheduling problems with resource alloca

tion are HP-complete and which ones hare polynomial algesithms.

Reference
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CK THE TIME-OPTIMAL RESOURCE ALLOCATION 

IN A SEQUENCE OF PROJECTS

Adam Janiak and Anna Stankiewioz 

(Poland)

The contribution presents an approach, based on control 

theory concepts, to the problem of time-optimal allocation 

of a single, continuously divisible, constrained resource 

In a sequence of projects of independent activities when the 

Baxlmum level of total usage of the resource is time-variable. 

The concept of the control of a project of activities was in

troduced by Burkov [l] as a special approach to resource al

location in PERT networks. Its distinctive feature is that 

the activities are continuous dynamical systems which 

mathematical models are given in the form of functions relat

ing at any time the performance speeds of the activities to 

the amounts of resource, l.e. the activities are described 

by the equations

iĵ (t) = fĵ (Uĵ )),t  ̂0,

where ij(t) and u^(t) are the state of an 1-th activity and 

the amount of resource alloted to It at the time t, 

respectively. The terminal states of activities, which must 

be reached In order to complete the activities, are alss 

given.

Until now, the problem of time-optimal control of the 

projects under resource constraints has been satisfactorily 

solved in the literature only for the case when at every time 

of the project duration the maximum level of the total usage 

of resource is constant. In practice, however, this level is 

frequently subject to variations during the control of projeot.
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Alao the performance of the Independent activities of the 

project can not be frequently started at the same time; some 

of the activities may appear during the performance of the 

project. In such a situation a sequence of projects la a 

good model of the system of activities.

In this paper «e shall consider the time-optimal control 

of a sequence of projects of Independent activities, when the 

maximum level of total usage of renewable,- continuously 

divisible, resource Is time-variable and piece-wise constant. 

The solution concept, based on convex analysis and the notion 

of the seta of reachable states la presented. It allows 

reduction of the dynamic problem of optimisation to the- static 

one. An algorithm to find an optimal resource allocation is 

developed. Some properties of the time-optimal control are 

given, with special attention paid to concave models of 

activities. The results obtained can be also applied to the 

time-optimal control of one project of Independent activities 

under time-variable amount of resource.

Reference
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(In Russian).
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MUI/TIOBJECTIVE STRUCTURAL OPTIiaZAIION

Jendo,Stefan, Harks,Wojciech, Poland 

Thierauf Georg, West Germany

Atstraot

The optimization of building and machine stjructures usually 

involves a number of requirements that should be met at the 

same time to obtain the fully useful design. In the case of 

single criterion optimization, one of the requirements is 

selected as the criterion, while the remaining ones are met 

by Including them Into the constraint set. But with such an 

approach, It is necessary to determine a priori the bounds 

which these requirements should fulfill, liultlobjectlve opti

mization enables us to take Into account numerous criteria 

that are often mutually conflicting. It is then possible to 

find a compromise and preferable solution which - although 

none of the criteria involved attains its extremum - guaran

tees meeting all the requirements in the best way possible. 

The paper deals with the problem formulation of multiobjec

tive structural optimization and methods for generating the 

set of compromise solutions and selecting a preferable solu

tion. The criteria appearing most frequently in the theory 

of structures are as follows:

1/ minimum volume or weight of the struatures,

11/ the minimum potential energy or the maximum structural 

stiffness,

ill/ minimum displacements at selected points or regions of 

the structure.
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iv/ maximum critical force,

v/ maximum frequency of free vibrations,

Vi/ maximum moment of inertia, 

vii/ maximum safety or reliability.

It should be emphasized that to satisfy any of the criteria 

mentioned above, it is necessau?y to find the extremum of an 

objective function taking into account the related con

straints. In the theory of structures, the most important 

constraints are related with:

- permissible stresses or the safety factor of the structures 

under all possible loading states,

- permissible displacements in a given structure,

- minimum and maximum sizes that are permissible in view of 

services and constructional reasons.

The solution obtained after meeting a few ot the criteria 

mentioned above has usually the form of the compromise set. 

The optimal structure should be selected from this set on 

the basis of a global criterion which can take various forme 

in different optimization problems. Its choice is partlculary 

vital because it will be decisive for results of the entire 

optimization problem. With this paper an attempt to fill the 

gap between the theory of multiobjective optimization and its 

application in optimum structural design will be presented.

Jendo Stefan, Polish Academy of Sciences, áwl^tokrzyska 21, 
00-049 Warsaw, Poland

Marks Wojciech, Polish Academy of Sciences, Swiftokrzyska 21, 
00-049 Warsaw, Poland

Thierauf Georg, Essen University, 4300 Essen 1, West Germany.
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Some numerical experiments with the application of sequential 

quadratic programming to state-constrained 

optimal control problems

J.L. de Jong 

K.C.P. Machielsen 

Netherlands

In an earlier paper (ref.[l]) a numerical method for the solution 

of state-constrained optimal control problems was presented. The 

main purpose of the present paper is to present some numerical ex

perience with the method.

The method is essentially an infinite dimensional analogue to 

sequential quadratic programming. As such, the method can be 

considered as an application of the method of Newton to the 

necessary conditions for optimality.

In the setting of state-constrained optimal control problems, 

the analogue to the inversion of the Hessian matrix of the 

Lagrangian is the solution‘of a linear two point boundary va

lue problem.

Each iteration of the method involves the solution of two li

near two point boundary value problems (LTPBVP).

Numerically, a collocation method is used for the solution of 

these LTPBVPs.

The resulting set of linear equations is solved by Gauss eli

mination.

The method is derived considering only constraints of the equality 

type. Inequality constraints are transformed into equality constraints 

by means of non-negative slack-variables. Direct application of our 

method to the transformed problem would in general lead to singular 

(sub)problems, thereby destroying the expected rate of convergence. 

Therefore a special modification is necessary to avoid these problems.
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Essentially this modification introduces the complementarity condi-* 

tion in our algorithm, thereby avoiding singularity for problems 

where strict complementarity holds.

At the final stage of the method an active set strategy is used to 

assure convergence to multipliers with the correct sign.

Reference:

[ I ] de Jong J.L., Machielsen K.C.F.

On the application of sequential quadratic programming to state- 

constrained optimal control problems.

Paper to be presented at het IFAC workshop on control applications 

of nonlinear programming and optimization.

June 1985, Capri, Italy.

Eindhoven University of Technology

Dept, of Mathematics and Coaq>uting Science

P.O. Box 5Í3

5600 MB Eindhoven

The Netherlands

Philips CAM Centre CFT 

Building SAQ 1139 

5600 MD Eindhoven 

Netherlands
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On degeneracies in semi-infinite optimization

H.Th. Jongen, W. Wetterling, G. Zwier 

The Netherlands

A semi-infinite optimization problem (S.I.P.) cem be formulated 

in the following way:

(S.I.P.) i

Minimize f on M,

M = {x e I h^(x) = 0, i = l,...,p; g(x,y)i0 for all y e Y}

where f,h^,g are continuous functions, whereas Y c is a compact sub

set, Independent of x.

A typical problem of this kind is that of Chebyshev approximation.

Por X e M, the points y^ for which g(x,y^) = 0 are (global) minima 

for the function g(x,-) | Y. In fact, the problem, minimize g(x,*) on 

Y, is a special case of a general parametric programming problem.

Under some additional assumptions, especially that every y^ is a 

nondegenerate minimum for g(x,•) | Y, (i.e. we have strict ccm^lemen- 

tarity and the Hessian of the corresponding Lagreuigian is positive 

definite), the feasible set M is locally descrii^ed by means of a 

finite number of equality constraints and a finite number of 

inequality constraints.

Optimality criteria and numerical methods for (S.I.P.) are based on 

this local reduction, by means of the implicit function theorem, to 

a usual (finite) mathematical progreunning problem in 

In general, however, one cannot avoid that at same points x € M the 

corresponding points y^ are degenerate minima.

As a consequence, the local structure of the set M cem be much more 

conpllcated.
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A structural emalysls of the feasible set M as well as the 

behaviour of f on M is done in the case that the index set Y 

is a compact interval.

Via a decon^sitioar based on singularity theory, the feasible 

set will be described loealXy by means of a finite set of polyno

mial functions.

Via a partition of the feasible set into manifolds, we introduce 

a critical point concept. A special subset of the critical point 

set consists of Kuhn-Tucker points. Using this critical point con

cept, we can show that the easiest local optiioallty criteria (using 

local reduction by means of the implicit fimction theorem) are 

genetically satisfied.

Unfortunately, it is not possible to generalize these ideas to 

higher dimensional index sets.

However, by reléocing the strict con^lementarity assun^tion emd 

strengthening the standard second order sufficient conditions for 

(local) strict optimality, we used some results from sensitivity 

analysis in nonlinear programming to obtain results for (S.I.P.), 

almost similar to the nondegenerate case.

Ir. G. Zwier

Twente University of Technology 

Department of Applied Mathematics 

P.O. Box 217, 7500 AE Enschede 

The Netherlands



Models and Methods for Estimating an Origin-Destination 

Trip Matrix from Network Data 

Kurt 0. Jörnsten 

Sweden
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'

In this paper we present mathematical programming models for the problem 

of sstimating a trip matrix from network data. The models presented are 

based on the results of Nguyen (1977) who has shown that trip matrices 

that reproduces observed linkflows in a congested network can be obtained 

bjr solving an elastic demand traffic assignment problem with a specific 

linear demand function.

It can be shown that this elastic traffic assignment problem has a unique 

optimal solution with respect to the linkflows but that the resulting trip 

latrix not necessarily is unique.

The mathematical progranning models presented will deal with the problem 

of deriving one of the optimal trip matrices from Nguyens elastic demand 

traffic assignment problem.

Models with different choice criteria will be discussed and solution 

methods based on decomposition techniques will be presented for the 

▼arious models.

. The presented models will all be examples of implicit optimization models, 

'j i.e. optimization models in which the constraints involve another optimi

sation model.



Single as well as multiple criteria models will also be discussed.
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STOCHASTIC PROCESSES WITH UNCERTAINTY ON 

THEIR TRANSITION MOMENTS 

Guy JUMARIE

Dept of Mathematics and Computer Sciences; Université du 
Ouébec á Montreal; PO Box 8888, St A; Montreal, ONE; 

HÍC 3P8; Canada

Most of the problems encoimtered in stochastic processes are conside

red in the framework of the Ito stochastic differential equation; and in our 

[opinion there are two main reasons to that, i) The Ito equation has nice pro- 

ipirtiee that other representations have not, and ii) the mathematical aasvunp- 

i tions which support the Ito equation are generally satisfied in moat practi

cal situations. Clearly these assumptions are related to the transition mo - 

Bsnts and state that

I E(4x^/x,t) = a(x,t)At ; E((4x^)^/x,t) = b(x,t)it ; E((4i ^)’'. o((it)^)

C  \  In some cases, it happens that the moments a(x,t) and b(x,t) are not 

• f ptactly known, but rather are defined with some uncertainty, in such a manner 

that they can be represented in the form a(x^u,t) and b(x,u,t) where u denotes 

the time dependent parameter associated with the definiteness of the system, 

this uncertainty may be of random nature, in ^ i c h  case u itself is a stochas 

tic process; or else it may be of non random nature, and for instance, one may 

ii think of u as a fuzzy variable.

Uncertainty of random nature. In this case the use of stochastic diffe- 

[mtial equations is very questionable on a mathematical standpoint. Instead 

of using a markovianization technique which increases the scale of the sys - 

ten, we rather employ the state moments of the process. B y  using the transi

tion moments, one can obtain the state moments in tems of a(x,u,t) and of 

b(r,u,t) together with the probability density p(x,u,t), and furthermore, in 

Bone situations of Importance, one can derive the differential equations for| 

the state moments themselves.
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while the other transition momonte behove ’'ike f4t)^.

By usinfT some ver”- isinvle roalistio methonatic'’'’ ooGumrtions, i t is 

then possible to convert these enuntion above into the form

T^(Ax^/x,t) = *<(x,u,t) t ; W((4x^) /x,t) r Bfr,u,t) t

and then v;e use a distributed variational sonroach on the r-'okher—P"!an^- 

Kolmogorov equation to solve various questions.
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A b s t r a c t

When fjolvin.j' the 'iptin»ai control nroblera with an inteijrel 

criterion of the quality of motion, it usually becomes neces

sary to determine and memorize multidimensional surfaces in the 
state space. Considering the peculiarities of the surfaces and 

the requirements for convenient technical realization, especi

ally suitable appears the piecewise-linear approximation. In 

this case the error of the near-optimal system with respect 

to the optimal one (in first iteration) is proportional to the 

time of "erroneous" motion of the system (the motion with con

trol, different from the optimal control law). A natural norm 

of nearness of the approximation appears therefore the time of 

erroneous motion of the system, or some functional involving it

Consider a system, defined by the following nonlinear 
equation:

X = f (x,u,t) (1)

Suppose, in the stage- of optimal control design a sur

face has been determined, defined usually by a supporting net 

of S points.

We seek to determine the vector of parameters C of the 
approximating surface with the equation

(2 )Ĉ ’x = oC.

where 06

In (3)

is a free parameter, so that the functional

J = (3)
j. Í - ̂

A w  is the time of motion of the system from

the i-th point on the surface to the approximating surface.

It is proved in the paper that the vector C ■'opt
tisfies the following system of nonlinear quadratic equations;
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c^e*c + c '̂’d^c = oC.2 (k = 1,...,n) , (4)

where e *  i£
Jc íe

n-vector, D - (n x n) - matrix, g * const.

The paper presents the formulae to calculate those mat- 

trices. Some essential properties of the matrices D are 

proved, which make easier the design of methods to solving 

eqs.(4). A programme on ?ORTRAli IV is set up, which com

putes and defines the matrix parameters of (4) and solves 

it for n = 2 .
In an example involving a second order oscillating plant 

a piecewise linear approximation of the optimal switching 

line, was carried out with the suggested nearness norm I>2 -̂ 

For comparison, another approximation was carried out with 

a norm-minimum of average quadratic deviation L^. With both 

criterona, the approximation was performed with different 

number of approximating straight lines. Using the computed 

coefficients of the straight lines were designed the corres

ponding near-optimal control structures.

The computer simulation of the so-designed control sys

tems and the comparative analysis led to the following con

clusions:
1/ The suggested nearness criterion defines a dynamic norm 

in the state space, which depends on the motion of the system;

2/ The greater the distortion of the phase portrait of the 

system near the approximated surface, the greater the diffe

rence between the parameters of the designed control struc

tures with the two different norms.

J.I. Kalev - MPP "Techenergo", KoiloduJ St.14,Sofia,Bulgaria

L.At. Qunchev - Higher Institute of Hechanical and Blectrical 

Engineerlng(VHEI''Lenine'',Depart.of Automatica,bl.2.)Sofia 1156
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üiM'tation Planning decisions in hydro-thermal power systems 
________________________ unc ertainty ____________________________

(A b s t r a c t )

A. Kalliauer 
Austria

One of the main problems when planning the operation ot 

power stations in a hydro-thermal system consists in evalu

ating the effects of external stochastic parameters: flow to 

run-of-river stations and temperature dependent electricity 

consumption.The large variance and the non-linear functional 

relationship of these parameters regarding the supply 

implicates tail events with low probability but extraordi

narily high costs. Therefore it is necessary to consider not 

only the most probable or mean value of the parameters but 

to include the entire "stochastic range".

Among these decision problems are the fuel stock management 

and the storage operation planning. In the first case it is 

important to weigh the risk of spot market purchases against 

stock surplus whereas the fuel demand in the individual time 

interval depends on the operation of the thermal power 

plants. In the case of the storage operation planning the 

problem consists in balancing extreme storage utilization 

with reserve planning.
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These problems are mathematically represented as an adaptive 

sequential decision process with weekly time intervals over 

the period of one year.In every time interval a risk matrix 

j=R*'(s^,dj ) depending on,events ŝ  ̂ and decisions d^ 

is formed. Given the probability distribution for s^, the 

expectation value is chosen as decision criterion. If only 

an interval can be given for s^, the decision is made 

according to the "minimize maximum risk" (MinMax) criterion.

Methodically these problems are solved by means of Stochas

tic Dynamic Programming. In every given tiijie interval a 

suboptimal decision dí ("action") is determined at eacn 

discrete state (remaining storage or ^tock level) in order 

that together with the remaining still open decisions at 

this state ("afteraction") an optimal solution is found.

The EDP programs support the dispatching centres in 

making their short- and medium-term decisions.

A.Kalliauer
Österreichische Verbundgesellschaft 
A - I O n  Wien 
A m  Hof 6a
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A NEW GLOBAL OPTIMIZATION TECHNIQUE FOR SOLVING 
PARTIAL DIFFERENTIAL EQUATIONS.

I.KARPOUZAS^*^ Y.CHERRUAULT^*^

(FRANCE)

1. SCOPES.

We propose to use an original global optimization method for solving 

functional equations and particulary partial differential equations. We know 

that a lot of biological or physical phenomena can be represented by such 

equations.

Let us consider a general functional equation which has the form : 

Au(x,t) ■ f(x,t) with initial and boundary conditions (A being a linear or 

non linear differential operator).

Several numerical methods allow to approach its solutions. For 

example the operator A is approached using the finite differences method. On 

the other hand» with the help of the finite elements method (3), we keep A 

unchanged but we are looking for the solution in an approached set, that is 

to say that we choose an approximation for u(x,t).

The proposed method can be related to the second eventuality when 

the operator A remains unchanged,.

2. DESCRIPTION OF THE METHOD.

Using a transformation related to the Archimed's spiral (2) (Space

filling curve (1)) and considering the following relations :

x-a&co80 t-a6sin6 -► 6 •(1/a). /(x^+t^) we can reduce the variable x,t of the

function u(x,t) to a single one 6 involving a function G(6) deduced from u(x,t).

This transformation can be easily generalized to n variable (n>2).

This function G(9) can be approximated for instance, by a polynomial

function : G(6) * a 6-f.,.a 6^ .
i n

If Aj and A2 are respectively the boundary and initial conditions, 

we get the following penalized problem, (4) :

{||AG(0)-F(e)||^(„j.i ||A } .

with n “ {(x,t)/(x,t) e [o,M] x [o,t]}.

(.) MEDIMAT - Institut Biomedical des Cordeliers - Université PARIS VI 

15, rue de I'Ecole de Médecine - 75270 PARIS CEDEX 06



I 76 -

A discretisation leads to the problem :

dis.^ a, j ® J J a" J I *̂1 ^2 ” 2,m

If the operator A is linear, the functional problem is transformed into a 
3 J

linear algebraic system-^ «0,

n / 2̂ .2,n/2,. 1

This method was tested on the heat equation : j

with the boundary conditions : u(0,t)-u(H,t)*0 

and the initial conditions ; u(x,0)“2sinx, IT .

3. LAGRANGE METHOD, (5).

Consider the functional : J*E(Au-f)+Xj(the boundary conditions;Aj)+X2 

(the Initial conditions : A 2)•

want to minimize : Min J(a,,...,a ,X,,X.).
^ ~ ' n I 2

This involves a linear system having (n-*-2) equations with (n*̂ 2) unknowns :

... " ''1-° v °1

The previous methods was numerically tested on microcomputers.(Apple,Commodore).

4. CONCLUSION.

This technique has all the advantages of the finite elements methods. 

But on top of that, this method is simple, fast and can be used on microcompu

ters because we don't need a large memory space.

This method can also be used for approaching functions with several

variables.
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Modelling and optimization of buffer stocks in a 

production line

Péter Kelle 

Hunger?

We consider a multi-stage production system where not 

only the demand is subject to uncertainty but the production 

process may also be disturbed. On some stages of the pro

duction process machine failures, faulty products, break

downs may occur. To describe the distrubed production 

different models of random processes are considered. In 

many cases simple continuous random processes are good 

approximations but the batch production systems often have 

to be described by random step functions. Some new type of 

these processes have been formulated for the problem.

In practice buffer stocks ensure the continuous pro

duction and demand satisfaction for the system considered.

It is a great difficulty to provide for continuous pro

duction with reasonable law level of in - process inventories. 

Stochastic programming models are formulated for the optimal 

allocation of the buffer stocks in raw material, in in- 

process stocks on the different production levels and in
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finished f;oods. The optimality criterion is the maximal 

service level of the system, where the service level is 

measured by the probability of non-interruption in supply 

of pi’ocessing and in demand satisfaction. In an other 

type of models a prescribed high service level of the pro

duction - supply system should be ensured with minimal in

vestment in buffer stocks.

The solution of the above stochastic programming prob

lems is rather sophisticated in some oases, so for the 

practical application simple approximate solution methods 

are derived, too. These results have made it possible for 

us to solve these problems effectively and have given an 

efficient tool for decision makers in planning and production 

managers in control of buffer stocks.

P. Kelle

Computer and Automation Institute 

of the Hungarian Academy of Sciences 

Budapest, XI.

Kende utca 13-15•
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New o: Tr ianaui<i rions i(jr

oiinp j i c ia i Methudw ÚÍ 3 oivitw taudcionx

Y n . F . K i c h d L Ü V

i l T i s r i t u t e  i o r  S v s r e i n s  S t u a i e s ,  M o s c ow ,  USSR)

1. Síííciericv oí ine sirnDiicial algorithms for 

comoucacion of the fixed points of continuous mappings, for 

solving nonlinear euuations, computation of economic 

equilibria and cores of n person games depends heavily on 

the choice of the tvue ol triangulation used.

2. New interpretation of existing methods of

tr languiallun is discussed permitting to obtain these 

triangulations in the unified scheme.

3. New types of effective triangulations are 

proposed based on the new scheme.

4. Pivot rules aie described corresponding to the new 

t r iangui a t ions.
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b. The diqoiithros oí vdiidble diirienyiüuü uoimr Il̂ 'w 

rvues oi 1.1 i angul a t ions are DroDosed.

G .  The rosult:s oí compu .a L iond i expeiiinenLs show i:he 

elíiciencv oí the new trianpula tio n s .

Author's address: 3 .  ProspeKt GO Let Üclyabiid 

117312 Moscow h-312, USSR
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AN ALGülUlllM l'UU 1 AST DIFI LRLNTIATIÜNS ANU ITS Al'PLICATIONS

K.Kim;Yu.Nesterov,B.Cherkassky 

USSR

It was implied until lately that T(F') - the complexity of 

gradient evaluation for function with n variables is 0(ni'(F)). 

Resently other algorithms for gradient evaluation were presented

in [l] and independently in l2j.The running time of these algo

rithms does not depend on the number of variables and satisfies

the relationship T(F')=U(1(F)).Such decreasing of running time 

for gradient evaluation makes it possible to increase consider

ably the efficiency of nonlinear minimization methods.

Let be a basic set of differentiable functions. For each 

Iti numbers T(f) and T(f') denote the complexity of f and of the 

gradient f evaluation. We suppose Vf c 5- T(f') í CT(f) .where C

is a common constant for the whole basic set.Let (Xj,...,Xjj) 

be the arguments of the function F defined in R^.The function is 

called factorable if an algorithm of its evaluation may be pre

sented in such a form:

j (Xĵ ) Here f Í is the set of its arguments.The

complexity of F evaluation is T(F)-2T(f • We

. . . suggest such an algorithm for F' evaluation for

(Xj.) a factorable function F that T (F.F')< DT(F) .where 

D is a constant depending only on the basic set 

E and not depending on the complexity and the number of variables 

j.l of F.The algorithm presented in [1"] is intended for a gradient 

evaluation of the rational function.In this case the basic set 

is If T(+)-T(-)-0 and T(.)-T(/)-l then D-3 and if

T(+)-T(-)-T(.)*T(/)-l then D-4 for our algorithm. These
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estimations are just like the estimations presented in for 

their algorithm.

Let F'' denote the metrics of the second derivatives. 

Generalizing the method presented in [z] we can suggest algo

rithms for F" evaluation with the estimation T(F")-0(nT(F)) and 

for F'Jr evaluation with the estimation T(F"y)-0(T(F) .where yíR". 

The latter alförithm can be used for constructing Newton direc

tion (F")’^F‘. This algorithm does not need memory to store 

raatricses and the estimation of its running time is 0(nT(F)).

Applying the new algorithm makes it possible to analyse the 

spreading of computational errors because evaluating the 

gradient we calculate additionally 'dF/dx̂  when i>n.It enables us 

to see how the error of calculating f^ influences the error of 

calculating F.

Some functions actually used are not factorable.Calculating 

these functions we use conditional expressions and do-loops.We 

can generalize our result for the function defined by an 

arbitrary code,but with a considerable growth of memory.However 

in some cases we can present an algorithm for gradient evalua

tion with 0(T(Fj) estimation of running time without such grouth 

of memory.

References.
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CORPORATE PLANNING AND THE VALUE OF INFORMATION

Hannu Kivijarvi and Markka Tuominen 

Finland

ABSTRACT

The strategies and policies of information systems development are 

created or should be created at the level of the whole organization, 

i.e,, at the corporate level. Therefore, it is important to assess 

the information requirements of the organization at the corporate 

level, too. Otherwise partial, conflicting and inconsistent system 

structures may appear. Specially, the assessment of the corporatewide 

information requirements is pertinent today when the data processing 

techniques allow us to develop total, even worldwide information 

systems (data nets, hierarchical consolidation models).

One way to evaluate the information requirements is just to ask, to 

interview the decision makers. This approach may be relevant in very 

early phases of the assessment process but when searching and 

selecting new alternatives this direct approach is not sufficient 

enough. Ackoff puts it as follows: "One cannot specify what

information is required for decision making until an explanatory model 

of the decision process and the system involved has been constructed 

and tested. Information systems are subsystems of control systems. 

They cannot be designed adequately without taking control into 

account. ... A decision model identifies what information is required 

and, hence, what information is relevant."

Particularly, the relevancy or the value of information can be 

evaluated by the ’explanatory' corporate model. By a corporation 

model is generally meant a model where the relations between the 

finance, marketing and production functions are described 

simultaneously.



When we are investigating the value of information at the corporate 

level it is difficult if not impossible to determine only one quality 

attribute of information which could characterize the relevancy 

(value) of information. Furthermore, it is impossible to determine 

only one final evaluation criterion. Therefore, in this study a 

multiattribute and multicriteria approach is used to assess the value 

of information at the corporate level. For instance delay,

inconsistency, underestimation, and overestimation may be used as the 

quality attributes of information and total profits, cash balance, 

market share, or the value of the production plant may be used as 

evaluation criteria.

The model illustrating the whole corporation should be 

multidimensional and complicated enough to describe the structure, 

dynamic action and goals and objectives of the real corporation. 

Specially, the description of the corporate planning, decision making 

and control processes is important.

In our experiments we have used a methodology based on optimal control 

approach to optimize the selected criteria. After the integration of 

some features of system dynamics to the optimal control approach we 

have developed a useful tool to model economic and business problems.

The results of our experiments with a corporate model, which 

represents a firm operating in the metal industry, indicate for 

instance that the recommendable characters of information systems 

highly depend on the evaluation criteria. For some lower level 

functions in an organization information and its particular attribute 

may prove to be important. Instead, the criteria which are used to 

evaluate the performance of the whole corporation, for instance profit 

or financial stability, are not sensitive to the same information 

attribute.

Hannu Kivijarvi and Markku Tuominen 

Helsinki School of Economics

Runeberginkatu 14-16, 00100 Helsinki 10, Finland
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On aoj.ie inverse problei.is in the system of partial 

ciiffcrential equations for the c;u’rler distribu

tions in semiconductors 

Heinhard Kluso 

CDS

The paper deals v;ith some parameter cletenaination problems 

(inverse problems, deten'.iinlstlc identification, optimal 

control) by optimality criteria in different boundary value 

problems for the parametric system of stationary partial 

differential equations describing the carrier distributions 

in bounded domains GCR^, n=1,2,3, of semiconductors:

D°grad y^ ,

(D’'grad y^-y^^grad y^), 

2 = -(D^grad yg+yg^g®^^^ ^o^*

Here y^ is the electrostatic potential, y^,yg are the mobile 

electron and hole current densities, D° is the dielectric

coefficient, II is the net density of ionized impurities,

1 2
D ,D are the coefficients of diffusity for and ygiJ-jiJg 

are the electron end hole current densities, ,/î 2 

are the electron and hole mobilities, R the Shockley-Read- 

Hall recombination. The boundary value problems are con

sidered in corresponding subspaces of the product 

V/^(&))<,/p(G)*./p{G) with Sobolev spaces >Vq(G), q=r and q=p, 

| ^ < p < + ^ .  As parameters we use the coefficients 

D^=D^(s), s€:G, D^=D^( )grad y^l), i=0,1,2, and the dotands N.

We give sufficient conditions for the existence of optimal 

parameters, itirthermore v/e estimate from above the diameter

(1) div
Jo = qd'i-y^+yg) ■ Jo =

(2) div
Jl + R(y^.yg) = 0 ,, =

(3) div
J2 + H(y^.yg) = 0 ,, Jg =
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Oi the Get of optimal pca’ar.ieterG and consider the problcuc 

of sensivity and tolerance for this set in form of concrete 

estimates v;hich means Holder continuity in the case of 

unique optimal parameter.

Institute of liathematics 

Academy of Sciences of the GDR 

GDR - 1086 Berlin 

IJohrenstr. 39
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DUALITY IM PROBABILISTIC COMSTRAINED LINEAR PROGRAMMING 

Éva Komáromi

(National Management Development Centre)

We are concerned with the following problem:

(1) Find X , if it exists, such that

sup uAx 
u6U

min sup uAx 
X6X ufiU

xfeX = [ x e R "  Í "? (Ax i () ) a  p, x i O j

U = [u<£R“ I'?(uAi:r)iq, u i O ]

where A is a given m x n dimensional deterministic 

matrix; (P denotes probability; ^ is a m -dimensional 

^ndom vector and - Y' is a n -dimensional random vector 

with given joint probability distribution functions ^  

and P.j-respectively; p and q are prescribed 

reliability levels, 0 < p < l ,  0 < q < l ;  the vectors x

and u are comprised of variables.

The interpretation of this problem is similar to 

the game theoretical interpretation of linear programs.

We investigate conditions, under which uAx has a saddlepoint 

with respect to minimizing over X and maximizing over U .

Define the sets Y, X(y), C, U(o) to be

Y = J ‘yfeR“ l y e  supp Pj , P^ (y) ^  P i ,

x(y) = {xiS r ’̂ 1 Ax i y , X  3b 0 } for given y e R “

c o € r" 1 -c e supp P_j„, P-^(-c) ik qj ,

ceR"U(c) = 1'uéR“ 1 uA ^  c , u 3b 0 } for given

where supp P_j_ and supp Pa  are the support

sets of the probability distributions

Í respectively.

Then X = { x |. i y e Y  : x e X(y)} 

and U « {^u|3oec : ueu(c)j
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The proof of the following theorem ie based on 

stochastic programming results of Prekopa and the author, 

on linear programming theory, on the Kuhn-Tucker 

saddlepoint necessary optimality theorem, and on 

Rockafellar’s convex analysis results.

Theorem. Suppose supp P .. is bounded. P . ie strictly 
— —  -1“
logarithmic concave and continuously differentiable on int 

supp Suppose int { c & C  | U(c) qí 0 J 0 .

Suppose ^  is quasioonoave and int { y £ Y |  X(y) =4 föjsí 0
If (1) has an optimal solution 

u é U  such that u maximizes

Purthermore, for y = Ax and c

sup sup 
ofeC ueu(o)

inf uy = uy = 
y&Y

a sup 
uaj

inf uAx a 
xtX

= inf 
XÉX

sup uAx = 
ufeU

= inf 
yfeY

inf sup 
xSCi y ) o6C

A  A
s CX •

X then there exists 

uAx over the set U 

= uA it holds
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On the Manifold of Control Processes 

in Lagrange Problems

András Kosa

The Mosre theory turnes out to be a highly effi

cient tool in the global study of extremal problems. In 

order to set up an appropriate theory for general 

Lagrange problems of calculus of variations, first of 

all, a convenient differential manifold structure must 

be given on the set of the admissible processes.

Suppose we are given m,n E H  , an open domain 

D c E x k ” and functions

f:D - m" , g:D -

Assume that the partial derivatives ^2 '̂ ^2^ exist and

the functions f,g, *2^' ^2^ satisfy some Carath^odory 

type conditions. Let ^1^^^ ' ^o^^l '

A: = {(x,u)6H^[ t ^, t3^1xL^[ t^ , t j^]  l ( t , x ( t ) ) E D  ( t e [ t ^ , t j ^ ] ) >.



Put j:=idr. . i and for all pairs (x,u)GA consi- 

der the system

( 1) x=fo(j,x)+go(j,x)u ,

( 2 )

The set of admissible processes is defined in the 

following way:

M:={(x ,u )Ga 1 Cl) and (2) are fulfilled) .

An embedded manifold structure is given on M provided 

that the variational equations of (1) taken along fixed 

processes have certain properties of reachability in 

system-theoretical sense. As an application of this 

constructuin to Lagrange problems, in an earlier paper 

the horaotopy type of the manifold of the admissible 

processe has been calculated.

Kosa András 

ELTE TTK 

1088 Budapest, 

Muzeum krt. 6-8, 

HUNGARY
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On the Numerical Solution of Certain 

Time-Minimal Control Problems 

of Second Order

W. Krabs

Fachbereich Mathematik 

der TH Darmstadt 

West Germany

If one applies Galerkin's method to the approximate solution 

of time-minimal distributed control problems for wave or plate 

equations, then one obtains a sequence of finite-dimensional 

linear control problems with state equations of the form

y(t) + A^y(t) = b(t),t>0, (1)

where is a constant symmetric and positive definite nxn - 

.matrix and the control function b = b(t) is allowed to vary 

in L ((0,«), 3R^). Initial conditions are given of the form

y(0) = y^, 9i0) - ( 2 )

with fixed vectors y^, and the problem consists of

finding the smallest time T = T(M) and a control function

( (O, “) , IR*̂) with T(M) some given positive

constant M such that the corresponding solution y = y(t) of

O) and (2) for b = b„ satisfies M

y(T) = Jr(T) =

for T = T(M) where, for any T > 0  and beL^CiO,”), k ") , the 

norm |bl2 is defined by

(3)

lb| 2,T (/ b(t)’'b(t)dt)^^^.

It can be shown that for any choice of y^, €K“ and M > 0

there is exactly one time-minimal null-control b„6L^((0,“), e ")M
which can be characterized as follows: Let b,j,€L2 ((0,“) , k ”) , 

for every T > O, denote the minimum norm control (which is



uniquely defined) such that the corresponding solution 

y = y(t) of (1) and (2) for b = satisfies (3). Then

lo;

T = T(M) <r^> lb^l2,T " ” (4)

in which case b,p is the unique time-minimal null-control.

Since b^ can be explicitly expressed in terms of the 

eigenvalues and eigenvectors of and also T

easily computed, the determination of the time-minimal null- 

control bĵ  can be conveniently achieved by solving the right- 

hand equation o)̂  (4). This can be done by using the secant 

method which only requires the calculation of function values.

Numerical results are presented.



OPTIMAL LOCATION UNDER EQUILIBRIUM ALLOCATION

Jakob Krarup and Jacques-Francois Thisse 
Denmark, Belgium

We consider the problem of locating a number of facilit ies in or
der to provide service at least cost to a given set of users with pre
specified demands. Both in the real world and in the models set up for 
analyzing such locational decision problems, two conceptually interde
pendent phases should be distinguished: the location phase in which a 
specific site for each facility is chosen, and the allocation phase in 
which each user is assigned to a specific subset of the facilit ies es
tablished.

The far majority of existing models assume both phases to be un
der the decision maker's (DM) control. This means that the DM has full 
freedom to choose among the locations available and that the DM can de
termine which facilit ies are to serve which users. Such an assumption 
is quite plausible in cases where the service is delivered to the u- 
sers. Another category of service, however, is the so-called travel-for 
service, that is, service is consumed at the facilit ies where i t  is 
supplied. In such cases, the-DM's control over the allocation phase be
comes rather questionable. Even i f  users are assigned by the DM to fa
c il i t ies in some overall optimal manner, there may well exist a diffe
rent assignment pattern which better reflects the users' individual 
preferences. Typically, such a situation may occur i f  a large number 
of users patronizes the same facility and congestion results. In such 
cases, the DM might rather leave i t  to the users to determine the a l 
location pattern on an individual basis and take the users' behaviour 
explicitly into account when the location of the facilit ies is decided 
upon.

For the standard prototype problems of discrete location theory, 
congestion at the facilit ies has not yet been investigated from an e -  

quilibrium point of view. Our aim is to study such phenomena under the 
assumption that the users so to speak "solve" the allocation part of 
the problem by assigning themselves to facilit ies such that an equili
brium state results.
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As part of the investigation we will demonstrate that an alloca
tion of users to facilit ies so obtained may differ from an overall op
timal solution. We will furthermore devise algorithms, partly borrowed 
from the field of traffic assignment, for solving extensions of well- 
known prototype location problems in the sense that equilibrium (allo
cation) solutions are searched for.

DIKU, Institute of Datalogy, University of Copenhagen 
Sigurdsgade 41, DK-2200 Copenhagen N, Denmark

CORE, Center for Operations Research & Econometrics 
Catholic University of Louvain
34, Voie du Roman Pays, B-1348 Louvain-la-Neuve, Belgium
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NASH GAME WITH REGULAR PERTURBATION

Maciej Krawczak 

Poland

Up to now, the theory of differential Nash games has 

2en considered in cathegory of a linear model and quadratic 

DSt functionals. Very little attention has been paid to games 

Lth a nonlinear model. In this paper we consider the Nash 

Lfferential game whose linear model is perturbed by nonlinear 

irms, viz.:

X = Ax+ef(x,t)+B^u^+B2U2, x(o) = x^ (1)

1i x'(T)Qj^jXCT) +

+ 2 o J J J ( 2 )

lere i,j = l,2, i?̂ j» and, vectors and matrices are of appro- 

•iate dimensions.

The necessry optimal conditions for the Nash feedback 

.rategy give a nonlinear two-point boundary value problem

dH,

3Pi '
x(o)

. Í3u .\'3H.

Pi=~nr -

(3)

(4)

ere denotes the Hamiltonian for the i-th player,

j = l,2, ijij.

Genarally (3)-(4) is difficult to solve and we suppose 

at p̂  can be extended into a power series with respect to e

Z ’̂'^x,t) (5)
k = 0

jstituting ( 5 ) into ( 4 ) and equating powers of c one obtains
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coupled Riccati matrix differential equations (for k=0) and 

a series of quasi-linear partial differential equations.

Considering the perturbation terra f(x,t) as a polynomial

(k)in X, it is proved that p̂  ̂ (x,t) is also a polynomial in

X. The coefficients of the polynomials can be determined in 

a pretty simple way by solution of a proper set of linear 

ordinary exations.

Several theorems have been proved about asymptotic pro

perties of the approximation of the Nash equilibrium strate

gies .

Systems Research Institute 

Polish Academy of Sciences 

ul. Newelska 6, 01-447 Warsaw
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A V/orst Case Analysis for the Optimal Gradient Method

István Kun 

Hungary

A frequent experience in continuous models of applied 

mathematics is that the actual behaviour of an algorithm 

does not verify pessimistic forecasts suggested by theoretical 

considerations. In the following we discuss one possible reason 

of this phenomenon.

Theoretical convergence analysis of an algorithm considers 

in most cases only exact arithmetic. It is generally accepted 

that inexact arithmetic has only disadvantages. There are 

situations however, when roundoff errors, composing a random 

noise, prevent the realization of the worst case predicted 

by theory, i.e. the worst case is numerically instable.

We can demonstrate this on unconstrained optimization. As a 

simple illustration, we choose first the optimal gradient 

method. Suppose that ^(2£) convex, twice continuously 

differentiable and has a minimal value M on an open convex 

sat A c R D C  A be convex compact. Suppose that

D contains X* , the minimum set of Let ^o
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be the trajectory of the optimal gradient method, where 

These assumptions are sufficient to ensure that f (x „)-»M ,n-»co.

If the Hessian of ’f(x ) is positive definite on D, then the i 

convergence is at least linear. Otherwise only sublinear con

vergence is proved in the literature, more precisely, convergen 

of 0 (-i/n). In the paper we prove that this latter estimatiottf] 

cannot be improved in general /it is sharp for certain functia 

At the same time a simple probabilistic error model guarantees 

that the trajectory cannot follow a route which might produce 

sublinear convergence. The reason is that the set of such routes] 

is of measure 0 within the set of all possible routes. The 

idea of the proof is

, .1/n

Here the quotients on the right hand side are random variables 

and their sum can easily be estimated by means of martingale 

theory.

We point out that similar, though not identical arguments 

also apply to more advanced methods, even for Hewton’s method 

and some quasi-Newton methods.

István Kun

Computer and Automation Institute 

of the Hungarian Academy of Sciences 

Budapest, XI. Kende utca 15-1?. 

H-1111
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ANALYSIS OF DNA DISTRIBUTIONS FROM FLOW CYTOMETRY 

BY MEANS OF AN OPTIMIZATION PROCEDURE 

by F. LAMPARIELLO* and S. LUCIDI* (ITALY)

ABSTRACT

T)ie problem of estimating the fractions of a population cor 

responding to the various phases of the cell cycle from the DNA 

content distribution obtained by flow cytometry Is an Important 

problem In the diagnosis and treatment of tumor diseases.

Since the Introduction In 1969 of flow cytometry In the stu 

dy of cell Itlnetlcs, several methods have been proposed for the 

ease of cytogenetically homogeneous populations (for references 

seed]). These methods are based on a mathematical model of the 

DNA distribution and of the corresponding fluorescence dlstrlbu 

tlon, which determines a theoretical histogram to be compared 

with the measurements.

The application of flow cytometry to the study of human ma

lignancies reveals very often an abnormal DNA content consist

ing In the presence of abnormal stemllnes (aneuploldy) with res 

pect to the normal diploid cell population. Recently a graphi

cal method for estimating the fraction of cells In S-phase from 

clinical tumor samples containing aneuplold cell populations 

has been proposed [21.

However a qualitative or semi-quantitative analysis of DNA 

histograms may lead to somehow unreliable results particularly 

when the different components In the mixture exhibit a high 

overlapping degree or when the aneuplold component fraction Is 

relatively small, as may be In the so-called precancerous con

ditions. On the other hand It appears of great Interest to give 

a quantitative evaluation of aneuploldy as a tool of predicting 

to some extent the clinical behaviour of the neoplastic disease 

or for confirming a possible suspicion of malignant lesion.

In this paper we present an automatic procedure for recove

ring the unknown model parameters from samples containing mix-
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tűrés of two or more cell populations.

At first we propose some modeling assumptions for DNA and 

fluorescence distributions. Then we present a parameter esti

mation procedure based on the minimization of an error index 

resulting from the comparison between the theoretical and the 

experimental histograms. In order to take constraints on the 

parameters into acconiit, we introduce suitable changes of va

riables so that the original minimization problem is transfor

med into an unconstrained one. The solution is attained by 

means of a Newton-type method which offers, as known, fast con 

vergence properties. As regards the line search technique, we 

adopt the non monotone steplength selection rule suggested in 

(31, which allows a considerable saving in computations.

The performance of the procedure has been tested against si 

mulated data' and the results obtained show its reliability. The 

procedure has been also applied to some clinical samples with 

satisfactory results as far as the final fit is concerned.

REFERENCES

(11 H.BAISCH, H.P.BECK,I.J.CHRISTENSEN et al.: A Comparison of 
Mathematical Methods for the Analysis of DNA Histogr
ams Obtained bv Flow Cvtometrv. Cell Tissue Klnet., 
15, pp.235-249, 1982.

(21 P.S.RITCH, S.E.SHACKNEY, W.H.SCHUETTE et al.; A Practical
Graphical Method for Estimating the Fraction of Cells 
in S in DNA Histograms from Clinical Tumor Samples 
Containing Aneuploid Cell Populations. Cytometry, 4, 
pp. 66-74, 1983.

(31 L.GRIPPO, F.LAMPARIELLO, S.LUCIDI: A Non Monotone Line
Search Technique for Newton's Method. IASI Tech.Rept. 
R. lOp, Nov. 1984. *

* Istituto di Anallsl del Slsterai ed Informatlca del CNR, 
Vlale Manzonl 30, 00185 ROHE, Italy.
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An Automated Syatem of Planning Computations 

of a Long-Range Planning oa the Basis of 

DISPLAN

Adam Lasciak 

Czechoslovakia

An automated system of planning computations in condit

ions of a long-range planning we mean a relatively 

rounded system serving to objectification of a long-range 

planning in the process of its formation on the basis of 

economic snd mathematic computations using the computation 

technique.

A consolidation of the information system of economic and 

mathematic methods with the methodology of the planning 

activity in the form of DISPLAN and choice procedures. 

DISPLAN - a dialogue system of planning - will be the 

basic technical component for building up of a dialogue 

between the user and the system.

DISPLAN in a long-range planning will represent a complex 

of economic, mathematic, statistical and technical means 

bounded with the data base which will be formed on line 

and in which the user will handle the extra prepared 

language or instructions.

The task of the DISPLAN will be to secure the management 

by the parameters of the formed balance system, the choice 

procedures, the goal programming and resource approeoh in 

a long range planning on the basis of forecasting an'i 

economic projections.
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The function of this systea In ■ broader senae of the term 

will be a demonatratlon of mutually tuned quantlfloatad 

conceptions of the development of national economy and 

balancing of complex programs of the economic development 

on the basis of formmlated goals and effectiveness 

criteria*

In planning of the long-range outlook there exist 

multidimensional aspects of economic rationality often 

of a different and conflict nature.

Prof. Adam Lasclak 

School of Economics 

Odbojárov 10

832 20 Bratislava 

Czechoslovakia
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Boundary control problems for systems described 
by hyperbolic partial differential equations.

1. Lasiecka
Mathematics Department 
University of Florida 
Gainesville, FL 32611

Abstract

This talk will focus on various aspects of the boundary stabilisation 
problem for systems described by partial differential equations of 
hyperbolic type in a bounded open domain in R^: these will Include the 
related topic of algebraic Riccati equations, as well as a discussion 
of numerical schemes for computing Riccati operators. Parabolic problems 
will also be mentioned but mostly for the sake of comparing results, and 
techniques which are available in the two cases. More specifically, we 
shall divide our talk in three parts.

Part 1 1 Exponential versus stabilization with feedback control action 
exercised on the boundary of the spatial domain.

Part 2t Related stabilization problems via the Algebraic Riccati Equation.

Part 3t Numerical techniques for solving Algebraic Riccati Equations. 
Positive results and open questions.

In part 1), we shall first dwell on various positive and negative 
stabilization results in the case of hyperbolic equations and then we 
shall treat in more <letall the exponential decay of hyperbolic feedback 
solutions with feedback control action on the velocity exercised in the 
Dirichlet boundary conditions of a convex domain.

Examples of' hyperbolic feedbacks will be given which produce strongly 
stable but not exponentially stable solutions: these will involve suitable 
feedback operators of finite rank. In the case of the wave equation defined 
on the convex domains it will be shown that the feedback operator

Fya~  ̂ A'̂ yj. (where A“  ̂ inverse of Laplasian) inserted in Dirichlet
dd

boundary conditions produces exponential decay of all corresponding 
solutions.

The afore mentioned positive results of exponential stabilization may 
be taken to constitute the starting point of the analysis in part 2) leading 
to the Riccati operator of the regulation problem. The Riccati operator 
yields another way of obtaining exponential decay by boundary feedback. 
The advantage here is that the Riccati operator has a potential of being 
computed numerically from the appropriate approximation of algebraic Riccati 
equation. This leads naturally to part 3). There the main theoretical 
difficulties in the numerical computations of Riccati operator are related 
to its low regularity; to lack of faithfulness of spectral properties 
of the approximation to those of the original system. To overcome the 
low regularity of the Riccati operator, a procedure which combines 
approximation with regularization may be applied. However, the issue
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of selecting the appropriate approxinatlon schemea ia a dellcatér one< 
An appropriate approximation scheme must have the properties that preserves 
the spectral properties of the original feedback system. This is^ not 
S fact that can be taken for granted, since some approximation schemes 
conasonly used like Finite Elements Methods do not possess these properties 
even in a very simple case of first order hyperbolic equation.

Positive results based on Finite Difference scheme applied to the 
computation of Riccati Operator via approximation of Algebraic Ricatti 
equation will be presented.
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UNCERTAIN SYSTEMS: ROBUSTNESS OF ULTIMATE BOUNDEDNESS CONTROL WITH RESPECT 

TO NEGLECTED DYNAMICS

G. LeiCmann

Department of Mechanical Engineering, University of California - Berkeley, 
Berkeley, California CA 94720, USA.

E.P. Ryan

School of Mathematics, University of Bath, Claverton Down, Bath BA2 7AY, UK.

A. Steinberg

Department of Aeronautical Engineering, TECHNION - Israel Institute of Technology,

Haifa, Israel.

Abstract: Feedback control of a class of imperfectly known dynamical systems 

is considered. On the basis of known functional properties and bounds 

relating to the uncertain elements in the generic system, and initially 

neglecting actuator and sensor dynamics, a feedback structure is determined 

(using established Lyapunov-based techniques [1],£2H) which guarantees uniform 

ultimate boundedness of all motions of the system. The effects on performance 

of the introduction of uncertain actuator dynamica and uncertain sensor 

dynamics are subsequently investigated.

In particular, the class of systems considered typically consists of:

(a) a dynamical process modelled by

i(t) - Ax(t) + B(t)z(t) + F(t.x(t)), x(t)

B(t) - B + AB(t)

which is to be regulated via an appropriately determined feedback operator 

operating on the output y(t) of (b) a dynamical state sensor given by

W^y(t) - D(t) [ y(t) - x(t)], y(t) £ m"

D(t) * D + AD(t), a(D) c c"

and generating u(t) * <t(y(t)) e Ir"’ at the input of (c) a dynamical actuator 

given by

y z(t) = C(t) [ z(t) - u(t)], z(t) d R ” 
a

C(t) - C + AC(t), o(C) I -  c‘ .

(1)

( 2 )

( 3 )
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Here, A, B, C, and D are known matrices; in (2) and (3)^ a(*) denotes spectrum

(so that C and D are asymptotically stable) and \ i ^ 0, y 2 0  are parameters,
s a

the values of which reflect (inversely) the "fastness" of the sensor and 

actuator dynamics. The overall system is subject to uncertainty: the

are unknown members of known uncertainty classes 6, C, V,  and f ,  respectively, 

which are implicitly defined via the functional properties and bounds alluded 

to above. The classes 6 and F are such that, in the absence of sensor and 

actuator dynamics (i.e. the feedback operator can be determined

so as to yield satisfactory performance (in the sense that, for arbitrary 

uncertainty realizations AB e B and F e F, global uniform ultimate boundedness 

with' respect to an acceptable neighbourhood N of the zero state is guaranteed). 

The main question addressed is essentially that of robustness with respect to 

neglected dynamics, viz. how does the presence of sensor and actuator dynamics 

affect the performance of the feedback controlled uncertain system?

Under the assumption that the uncertainty classes C and V consist of bounded 
matrix-valued functions with known bounds (sufficiently small), two cases 

are investigated: (i) y^ > 0, y^ = 0 (actuator dynamics only); and (ii) 

y^ > 0, y ^ ~ 0 (sensor dynamics only). In the former case, the existence of 

a threshold value y* > 0 is established such that, for each value y € (0,y ), 

the process (1) remains globally uniformly Ajltimately bounded (under arbitrary 

uncertainty realizations AB £ B, AC e C, F £ F) but now with respect to a 

larger set d AJ. In other words, the property of global uniform ultimate

boundedness of the feedback-controlled reduced order system (i.e. process 

(1) with z(t) = u(t) * <i>(y(t)) = 4>(x(t))) is structurally stable in the sense 

that it is qualitatively retained when (sufficiently fast) actuator dynamics 

are introduced. Analogous results for case (ii) are subsequently deduced. 

Finally, an example illustrating these robustness properties is presented.

[13 Corless, M., and Leitmann, G.: "Continuous state feedback guaranteeing 

uniform ultimate boundedness for uncertain dynamic systems",

IEEE Trans. Automatic Control, vol. AC-26, pp.1139-1144, 1981.

[23 Barmish, B.R., Corless, M. , and Leitmann, G.: "A new class of stabilizing 

controllers for uncertain dynamical systems",

SIAM J. Control & Optimiz., vol.21, pp.246-255, 1983.
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BSTIMlTIOirS OP COMPEEXITT OP THE 

•OLBULmON Poá '.jliÖCEETE ETTREMAL PfiOBLEMS

■  Plaflimlr Soastantlnovlch Leont’ev, Eduard Nikolaevich Gordeev

■  ' DSSB.

f  The notions of the radius of stability end the sphere of sta- 

hlllty for discrete extremal (trajectory) problems were introdu

ced and studied In fl-2] . The radius of stability of the mat

rix A Is the sx5>rem\im of radii of open spheres with the centre 

In A , and any matrix from this spheres have no optimal trajec
tory differ from optimal la A . This spheres is called the 

spheres of stability for the matrix A. . I f  all trajectories in 

A are equal to each other, then the radius of stability in this 

■atrlx is equal to zero by definition.

Thus, if we solve the problem on matrix A , then we define 

an optimal trajectories in all matrices from the spheres of sta

bility of the matrix A . *^11 definitions and theorems on the 

theory of stability in trajectoiry problems are contained in [1-2] 

the matrix's space >vith the Oebishev's metric, (nt»N- - 

dimensions of the matrix) . A trajectory problem is given on ma

trices fromC.„„^. f^o is subspace of the lengths of all

trajectories on eny matrix fromR.<» are equal to each other. The 

dimension of fLo is equal to . The raaximura number of elements 

in trajectory is flo . is open sphere ivith the radius x  ,

and A is the centre of 3 ^  (A) . is the closure of the

Pefinltlon. The s e t W i R - ^ ^ i s  the covering o f the setV^t/2^^, 

if for any matrix e e V  , B e S ^ ( A )  and S r / A )  is the sphere 

of stability of matrix A

I



In what minimum number of matrices we need ( for example, 

from ^  j (0) ) ■fco solve the problem for knowing the optimal tra

jectory in any matrix from this sphere, that is the question on 

minimum cardinality of covering of given sphere by spheres of 

stability.

Theorem 1 . There is no countable covering of with

spheres of stability or there closures.

The folloing theorem gives an answer to the question on the 

estimation of cardinality of the minimum covering with

spheres of stability exept for the set U. Q  with the

Lebeg's measure £  . This covering is called £, -covering.

Theorem 2 . For any £  T'O there exists £  -covering V

of the set S> ^(0) such, that

|Vv/| £  2"*’”’ ( 3 t V j T ‘' 0  6 a t ) )  j
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where it —  ( tnO-X- ( 2. K o   ̂ J  C
K - m n ,

n )
m . n

EEFESENCES.
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2. Leont'ev V.K. The stability of linear discrete problems.- 

Problemy kibemetikl, 35, 1 6 9 - 1 8 4 ,  1979-

117967 IDSZKVA B-333 
ul. Vavilova 40 
Computing Centre 
USSR



-  2 0 9  -

DISCRETE STABILITY OF STOCHASTIC PROGRAMMING 

PROBLEMS WITH RECOURSE

Riho Lepp 

USSR

It is well-known that the dynamic (canonic) formulation 

of stochastic programming problem with recourse is defined 

recursively in finite-dimensional sjjace, whereas the static 

formulation defines the problem in a function space. It is 

pointed out by Olsen [I], that the static formulation is more 

computationally tractable than the dynamic one and it can be 

solved in some cases by solving a sequence of finite-dimen

sional "discretizations". In this report we present sufficient 

conditions for discretization of the stochastic programming 

problem in Lp-space to be stable.

Consider the problem

min {f (x) + Í f, (s ,x ,y (s)) o(ds)} = f*
' S

X £ X

g,j(x) i 0, j e

y(s) 6 Y for a.a. s £ S,

ĝ j (s ,x ,y (s)) Í 0 for a.a. s6S and all j £ J2 

(a.a. denotes almost all).

( 1)

Here f ,:R n l  c rih r.tR , f, : R x R X R

j e J,g .̂rR'' -»r' ,  j 6 g2j;R^'x R*' X R™ ^ 1

x 6  r'', X C r’̂ ,, y(s)  fc Lp(S,B(S) , o ; R™) , Y C r"",

0 is the probability measure induced by a random vector s, 

S C R ,  a(S) = 1 , and J2 are finite sets of indices.



Consider instead of problem (1) the following discrete
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problem:
n

• min {f (x) + 
xex ' i

I
= 1

f2Í^in>^ -yin) “in) -

g,j(x) < 0, j € J,.

YinéV,  i=l. 2,.. ..,n,

g2j(=in>^>yin)
< 0, i=l,2 , . ..,n, j e

Here n é N = {1,2, 3, ,. . .} , s. £ S.
in

Suppose that

(In)

1) the functions f2(s,x,y), g2j(s,x,y), j € J2. ate 

continuous in (s,x,y), convex and smooth in y for all (s,x);

2) the functions f,(x),g^^(x), j £ J^, are convex and 

continuous;

3) the support S is bounded;

4) there exists a point [x,y(s)j such that

g2j (s ,x ,y (s)) < 0 for a.a. s fe S and all j £ .

Theorem. Suppose that a sequence of discrete measures 

On(n £ N) converges weakly to the probability measure o and 

that the conditions 1)-4) are fulfilled. Then

and all limit points of solutions of problems (In) (n fc N) 

solve the problem (1).

Remark■ If measure o has a density, then it must be 

Riemann integrable.
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Exact boundary controllability of an integro differential 
equation

Let Q«(o,l)^ be a given square in with boundary 9Q.
We consider a viscoelastic incompressible and isotropic 

Kirchhoff plate. Let A be the Laplacian on Q,po the r e f e 

rence density, and G(t> be the relaxation modulus r e p r e 
senting the memory of the material. Then the displacement 
u(t,x) of the material point x at the actual time t is 
governed by the integrodifferential equation

2 ^  ‘ 2
P u (t,x) + A u(t,x) + / G(t-s)A u(s,x)ds * o (1)

on fix(o,T), with initial conditions on Q

u(o,x) u (x) . (o,x) = V  (x) ( 2 )

Here u means partial derivative wrt t, G(t)=^-^(t). The 
plate IS considered to be supported along the'^^boundary 
and we are supposed to control the bending moments there, 
i .e. ,

u(t,x) = o , Ad\t,x) » f(t) on OÍÍ. (3)
2 1

Define H := L„(Q), Q := H ( Q ) r i H  . Then the control
2 o

problem can be stated as follows: ^

(CP) Specify subspaces Q,|CH, Hi c q  such that given any
pair of initial and' final’ conditions (u^,v^),(Uj,v^) 
in the subspace  ̂ of the shifted energy space
HxQ*we are to find a suitable control f6L (o,T,L C d Q ) )  

steering the solution u(.) of (1),(2),(3)^from ^
„> to (u.

1
,) in finite time T>o.

F a t torini’s method of lifting the boundary input into the 
state equation, see [2], based on Necas* extended Dirichlet 
input map, i.e. B : L  ̂(3 Q ) ■*‘H , Bf 'solves' Au = o on Q, u = f 
on 9Q, see [3], culminates in an abstract i n t e g r odifferentia1 
equation with distributed load input: decomposing the 
solution u(t)= exp (-a (o ) / 2 ) t .(v(t) + w(t)), where w(.)
Solves the 'elastic' part of (1) with zero initial c ondi
tions and boundary conditions 
.t)f(t), then defining b(t): = 
and = A + (a(o)/2)2i, Au^ =
V (.) has to solve

t
(t ) + A V (t )

(3), f_replaced by exp ( - (a (o )/2) 

- GÍP  ̂ t)e x p (- (a(o)/2)t) ,
A^u, c:= 3/4.a(o)^ +■ a(o),

tt
b (t - s )A v (s )ds = a(o)v (t) n 

t . . ^
+ cw(t) + /b (t-s)w(s)ds.

(4)

Under natural differentiability assumptions (4) can be sol
ved explicitly by T s u r u t a 's method [4]. For 'small' kernels 
b{.) (a(.)) we recover the same c o n t r o 11a b i 1ty results,
obtained for the unperturbed plate equation by a classical 
result of Ingham, applying a standard perturbation argument.
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If a(o) * a(o) « o, and if a(.) is analytic with exponential decay 
the perturbation due to the long memory of the material is in fact 
compact, since in this case the distributed load input in equation 
(4) is then continuously differentiable with values in H such that 
under suitable assumptions on the initial data the ^tate^ (v,v ) 
keeps in the subspace D(A)xQof the energy space Qxfi, the embedding 
being compact. Since the output operator associated with the unper
turbed plate equation is surjective acting from La(o,T,L2 (^Q)) to 
Qi^Hi it suffices to show that the adjoint of the solution operator 
for equation (1),(2),(3), is injective. This is done using the La
place transform of the solution of the adjoint equation associated 
with (1),(3), which can be given explicitly. Then by a continuation 
argument similar to [l] , developed for heat equations with memory, 
exact boundary controllability is shown.
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STABILIZABILITY BY THE FEEDBACKS -B* AND -B*P 

N. Levan*

United States

ABSTRACT

Let (A,B) denote the linear dynamic system described by the abstract 

differential equation:

X ■ Ax + Bu,

where A is the generator of a strongly continuous semigroup of bounded 

linear operators T(t), t ^ 0, (say), on a Hilbert space H (the state 

space), and B Is a bounded linear operator from another Hilbert space 

, U (the control space) to H. Suppose that the system is not stable, 

i.e., for some x (?̂ 0) In H: T(t)x — /—> 0 (in a prescribed sense), 

t -► «, and suppose that there is a bounded linear "state feedback" operator 

F: H -► U, u ■ Fx, so that the "closed loop" system 

X - (A + BF)x

is stable, i.e., the semigroup S(t), t > 0, (say), generated by A + BF

is such that, for each x in H: S(t)x ---0 (in a prescribed sense), as

t -> «. Then the system (A,B) is said to be stabilizable by F. The 

stabillzabillty problem is an important problem in Control Theory.

In this paper we study stabillzabillty by means of the feedbacks 

-B* and -B*P — where P is a bounded linear, self-adjoint and non-negative 

operator on H.

■|)-ir( mr !it of l-UTtrical Engineering, 7732 Boelter Hall, University of 
• i1 ifr )rnin in I An)'<’ les (UCLA), Los Angeles, CA 90024, USA.
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Now if the generator A is dissipative then so is A - BB*. 

Consequently, S(t), t ^ 0, is a semigroup of contraction operators over H.

In this case weak and strong stabilizabilitles can be studied, using the 

canonical decomposition of Hilbert space contractions of Bela Sz-Nagy 

and C. Foias.

Here we study the case in which the generator A is not dissipative 

and we find necessary and sufficient conditions for the feedback -B* 

weakly and strongly stabilizes the system (A,B).

Next we turn to the feedback -B*P. In general, as in the finite 

dimensional case, one can take F » B*P, where P ^ 0 satisfies the 

Steady State Riccati Equation (SSRE). Necessary and sufficient conditions 

for S(t), t SO, to be exponentially stable are known. In this paper w  

concentrate on the case in which P is a solution of the SSRE, while 

S(t), t s 0, is not exponentially stable. It will be shown that the 

semigroup S(t), t s 0, is a quasi-affine transform of a contraction semi

group, as soon as the self-adjoint operator solution P is positive. More

over, weak and strong stabilizabilitles can only be achieved, in general, 

on a dense subspace. The Important case in which the operator B Is 

compact will also be studied. Finally, we discuss the case in which P 0 

Is not a solution of the SSRE. Necessary and sufficient conditions for 

A - BB*P to generate a stable semigroup S(t), t i 0, will be given.

We must note the fact that A - BB*P — where P > 0 satisfies the 

SSRE—  generates a quasi-affine transform of a contraction semigroup has 

not been observed before. This is also the case for sufficient conditions 

for "approximate'* stability — i.e., stability on a dense subspace—  of a 

quasi-affine transform of a contraction semigroup.
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OPTimL IDENTIPICATIOK FROBLHiíIS 

OP REGIONALIZED VAiaABLSS SYSTEMS

Antoni Llgeza, Malgorzata V/igcek 

Poland

Constantly increasing demand for adequate description 

of natural phenomena is giving rise to the development of 

mathematical methods of system modelling and optimization.

In geology, hydrology and environmental sciences one 

searches for appropriate models of real systems which make 

possible the precise analysis and prediction of features 

of a system under consideration. Regionalized variables 

models may serve as the base for decision making in many 

fields of applied sciences, e.g. mining decisions, agri

culture planning, civil engineering projects, economic 

forecasts. The high cost of a great deal of data to be col

lected and analysed and the importance of their accuracy 

resulting from large scale of a system render the applica

tion of optimization techniques indispensable.

In this paper mathematical models for optimization 

problems for the regionalized variables system are pre

sented. It is assumed that the phenomenon of our concern 

is described by an unknown function z(x) which is consider

ed to be one realization of a random function Z(x^. The 

function zfi) represents a system parameter of our inter

est, e.g. the thickness of a deposit or its quality para

meters in geology, the water level in hydrology, soil para-

Institute of Control and Gystems ihgineering

University of .■'lining and i.ietallurgy

al.:ilckiewicza 30, 30-059 Krakow, I'oland
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meters in agriculture, the degree of pollution in a cer

tain area.

The paper deals with the optimization problem of addi

tional data points choice strategy in order to increeise the 

accuracy of the given parameter estimation. A discrete op

timization problem is considered. It is presumed that N 

possible locations for observation points are given and a- 

mong them there are n, n<N, already existing data points.

On the base of obtained experimental data an approximate va- 

riogram has been determined. The optimization problem con

sists in selecting certain additional' data points from among 

N-n points left. The choice should extremize a given objec

tive function representing the quality and/dr the cost of 

system identification.

The mathematical formulation of the problem presented, 

considerably modified in comparison with previous works, is 

introduced. A new adaptive multistage strategy for the opti

mal choice of additional data points is proposed. The strat

egy provides the advantage the successively obtained data 

are fully used and at each stage the decision ip made on the 

base of the updated model.

Moreover, a multicriteria discrete optimization model 

for the choice of additional data points is presented and 

a complete method for solving such a problem is given. The 

proposed method consists in introducing an appropriate or

der relation with regard to values of objective functions 

given for the- set of admissible s&lutions.

Some remarks related to the application of the pi-opo- 

sed methods and possible extensions are enclosed.



On Markovian Representation of Stationary Gaussian Processes 

Anders Lindquist and Giorgio Picci

Abstract

The following inverse problem is of central importance in 

stochastic eystems theory. Given a stationary Gaussian vector 

process {y(t);t £ r ) of smallest possible dimension so 

that

-  2 1 7

<1) y(t) - Cx(t)

for some matrix C, and determine a -stochastic differential 

equation for x. This is the stochastic realization problem, 

first formulated toy -Kalman in *1965, and the representation is 

called a minimal stochastic realization.

As it stands, this problem may not be meaningful unless the 

given process has a rational spectral density, and hence a 

finite-dimensional representation is possible. Moreover, the 

concept of minimality needs a natural dimension-free 

formulation which also covers the infinite-dimensional 

situation. Finally, we want a coordinate-free theory which 

allows us to factor out. in the first analysis, the properties 

of the realizations which depend only on the choice of 

coordinates and may unduly complicate the picture.

To this end, we have developed a geometric theory of 

stochastic realization, in which the idea of state is defined 

through a fundamental property of conditional independence 

(splitting), a natural generalization of the property of state 

in the deterministic theory. This point of view provides a 

general framework for stochastic modeling in which problems of 

stochastic systems theory can be set.

Important areas for potential application of this theory 

include identification, stochastic model reduction, and 

stochastic control, and there is preliminary evidence that the 

basic ideas presented here will prove to be fruitful.
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Moreover, there are already problems in estimation theory 

which have been successfully tackled by such an approach. Some 

cases in point are smoothing, interpolation, and, in general, 

problems with a noncausal information flow. Possible 

extensions of the theory presented here to the nonlinear 

(nonGaussian) case will provide solution to even wider areas 

of important application. For example, realization theory of 

finite-state processes would provide powerful technics to 

solve important problems in communication theory.
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MATHBMATICAL SIMULATION MODEL OP POWER TRANSFORMER 

FOB ELECTRICAL POWER SYSTEM PROTECTIVE SCHEMES

This paper presents a mathematical model and a digital 

simulation model of three-phase transformer. The model covers 

the following transformer features:

- topology of electric and magnetic circuits,

- cheuracterlstlcs of the transformer plates,

- transient eddy-current losses in the transformer plates,

- transformer winding connections and star-point connection.

The novel approach consists in the application of equi

valent gyrator circuit and the presentation of transient 

eddy-current losses, which is different to that conventional.

The following assumptions have been made for building the 

model:

- the transformer components are lumped, linear and stationary 

except for the magnetizing characteristic which is non-linear,

- no interaction of leakage fluxes is taken into accoimt,

- no inter-coil or inter-winding capacitance is taken into 

account,

- the distribution of winding leakage fluxes obeys the 

Rogowskl’s formulas,

- the magnetizing characteristic employed in this model is 

assumed to be explicit /in a function or table form/ but 

this does not eliminate the possibility of magnetic hystere

sis loop feature to be taken into account, and

- the mathematical model is a set of hybrid equations repre

senting an n-termlnal pair network.

The digital model of transformer was built by the authors 

on the basis of simulation languages. Tiie numerical model
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bolldlng technique used up to otw tor tTansfotners employs the 

state space approach idiere a mathematical model o£ the system 

under investigation is built In the fora of a set of. differential 

equations auid proposes matrix analysis algorithms for solving 

these equations. Such a model-building technique is very diffl-' 

cult, time consuming and not capable of determining the currents 

and voltages at freely selected points of the modelled system 

in a simple and quick way.

While building the digital simulation model, the authors 

first built an analog block diagram /structural analog model/ 

of the system under investigation and then employed this diagram 

to write a program which took the system structure into account 

by describing the individual subassembly functions and their 

interrelations. Both analytic moddel-building and structural 

model-building techniques were used for creating the analog 

block diagram. The former took the present mathematical model 

of the system under Investigation as the starting point while 

the latter used the system structure for building individual 

component models of the real system and involving them into a 

structural scheme.

The proposed model provided means of determining both 

electrical quantities, such as phase and line currents and vol

tages, and magnetical quantities. The authors employed this 

model to simulate and investigate the performance of 16 MVA 

transformer under transient conditions /inrush current/.

The paper presents examples of test results provided in the 
The results / '

form of time dlagrama/whlch were obtained correspond closely

with those obtained experimentally at laboratories and power 

system facilities as discussed in the available bibliography. 

These results were used as the basis for evaluating the pro

tection schemes chosen for the transformer.
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HIGHER ORDER RIGHT-DIFFERENTIABILITY OF SOLUTIONS TO CONVEX 

PROGRAMMING PROBLEMS WITHOUT STRICT COMPLEMENTARITY

Kazimierz Malanowski 

Poland

Let H=(-6,6) be a fixed set of real parameters.

Consider a family following convex programming

problems depending on h€H:

where

find u(h)€ R such that 

f(u(h),h) = min f(u,h)
u €  ♦ h

= {u€R |(i> (u,h)^0, ii=l,...,m}

Assume

(i)

(ii)

(iii)

(iv)

(V)

(Vi)

f(»,«) is (p+1) -times continuously differentiable 

function on R^ x H

f(*,h) is strongly convex, uniformly with respect to h 

are (p+1) -times continuously differentiable 

functions on R^ x H

for each h4 H i|î (»,h) are convex functions of u 

for each h € H

for each he H the gradiens of constraint functions 

binding at u(h) are linearly independent.

It follows from the result due to K. Jittorntrum [l] that 

under the above assumptions the solutions u(h) of 

the associated Lagrange multiplier A(h) are right-differen

tiable functions of h.

In this paper it is shown that these functions are actual

ly p-times right differentiable, and the respective right-de

rivatives are given as the solution and the associated Lagrange 

multiplier for an auxiliary quadratic programming problem.

The method of c <^^ructing of these problems is presented 

and the form of the second derivative (p=2) is derived.
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TIMB-OPTIMAL CONTROL OF ACCELERATION CONSTRAINED MECHANICAL

SYS ISMS

Penoho Marinov, Petko Kiriazov 

Abstract

It is well known that In the present status of techno

logy, many mechanical systems work as positioning devices.

The path between notion end points is not specified and de

pends on the control algorithm and hardware. The limitations 

of the strains and vibrations of the mechanical systems In 

the case of higher operation speeds and havler manipulation 

loads, have to be taken Into consideration. So, the subject 

of this report is the problem for time-suboptimal point-to- 

point control In the presence of control and acceleration 

constraints.

A direct method for control synthesis of the correspon

ding two-point boundao'y-value problems, combined with a pa

rametric optimization procedure is proposed. Control laws 

are obtained on the base of the relay principle— the motion 

of the mechanical system is such that in every sampling in

terval, either the control functions are extremal or the dy

namic constraints have their limit values. In the latter case, 

the control functions aire determinated using the equations of 

motion and the equations of acceleration constraints. The 

boundary-value problem reduces the solution of a system of 

N-shooting equations with N-unknowns (switching values). The 

optimization procedure is performed over the set of all fea-
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s l U e  solutions.

Using backward integration In time, we can solwe the 

problen when deceleration constraints are la ps e d  only In 

some fixed final intervals— vdiicb is of special practical 

interest.

To be more illustrative» the dynamical model of a mani

pulator with cylindrical coordinates Is taken into conside

ration. As dynamical constraints for this numerical example, 

the limitations on radial and centrefugal accelerations of 

the gripper have been set up.

The algorithm of the proposed direct method for tlme- 

suboptlmal control synthesis. In the presence of control and 

acceleration constraints Is workable even thouc^ the iden

tification of the parameters in the dynamical model is not 

satisfactory and can be realized on the real system as in a 

self-learning adaptive procedure.

Bulgarian Academy of Sciences 

Institute of Mechanics ft Biomechanics

Acad. G. Bonchev Str., Bl. 8, 1113 Sofia, Bulgaria
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COMMITTEES POH BINARY RELATIONS BY DECISION MAKING 

VLADIMIR D. MAZUROV 

USSR

1. A system of binary relations is tbe model of diffe

rent situations of decision making such like search of most 

preferable elements from the feasible set, like problems of 

pattern recognition, like search of information in data base, 

like inteipretation of fV -dimensionale scenes etc. We con

sider here the problem of finding the element

X  6 X , V o .  € A : XJ>«- ,

where J* is some binary relation, X is the feasible set.
In case of nonsolvability of this system, it is possi

ble to use some corrections of this model or some generali

zations of a concept of solution. The generalizations such 

like committee solutions were used in spheres of pattern re

cognition and (^timization [ ^ 1  . We consider here the exi

stence of committee solutions for abstract binary relations 

and the applications.

2. Let L  be the linear topological space over the set 

of real numbers, and J  -some binary relation over •

Assume that

(A 1) V >  > 0  ; a ( A a , ) j ? ^  (~1 (- .Xot) J" ^)
where " ~1 " is the sign of denialj

(A2.)
where T/ot is the neighbourhoods of CL ;

(Â ) (K t Q => aj’OL 
where O  ,is the zeroth vector;
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( A ^ l  \ / c L , V r -  oLjC V c t j ^  V ( - a ^ O
a j ' < < = >  C K - o - ' y j O  ;

( A ^ )  a j «  S( cj>g = >  ( a .  + 0 ^ g  .
where

Let's consider following syotem on öt i

(X C A , V ̂ t & : Ctj>g (1)
where A , 6. are given subsets of IL .

If (1) is inconsistent then we consider the cocnalttee K  Cil,

K c  A , V k B , V / a t K  : CLJJ  ̂ , | K |  C + o o  , (g)
where " means "for the majority of elements t t t K ”,

(IK ] is the number of elements of K .

Then let's assmae ^  \
( A £ )  V U 6 , B c ^ € A : a ^ r U ( V c € B ,  - l a - g i c )  ; 

(A7)  O ^ B  , I B l  •
Theorem. ( A  1 ) h - ( A 7  ) = >  3  K : (2,).
3. We consider following applications: the contradictory 

problems of selection of decision in spheres of economics, 

technic, medicine, by search of information in data bases, 

by Interpretation of multivalued scenes, in pattern recogni

tion. genially we consider some olclyo dynamic of state in 

problem of selection of cure in medicine.
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AUGMENTED FUNCTION METHOD

FOR THERMAL SENSITIVITY ANALYSIS

R.Alsan Meric 
Turkey

Design sensitivity analysis (DSA), which determines the sensitivities 

(or gradients) of the objective function and constraints for changes of 

the design variables, is the most critical step in an optimization process.

In this paper a method for DSA is presented and called the augmented 

function method (AFM).

The AFM is related to the adjoint variable method of structural optimization. 

However, it is more straightforward in obtaining the adjoint equations and 

signifies the role of the adjoint variables as the Lagrange multipliers 

and as the sensitivity coefficients in some load optimization problems.

The present paper is concerned with the static load optimization problems 

of thermally loaded solid bodies. A general formulation is given in the 

analysis in which a continuous variable approach is adopted. Nonlinear types 

of distributed heat sources and/or boundary conditions are accomodated in 

the study. Design (or control) variables are the applied temperature on the 

solid boundary, and also the space dependent functions in the heat source 

and boundary heat flux expressions. By suitably choosing these design 

variables it is desired t minimize a given objective function,while satisfying 

a number of behavior and side constraints.

The AFM is employed for the thermal sensitivity analysis and the boundary 

element method (BEM) is utilized for the spatial discretizations of the 

primary and adjoint problems. The BEM proves to be most effective especially
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in the example problem chosen in which only boundary controls and 

observations are analyzed.

It is concluded that the proposed DSA technique of using the AFM for 

derivation of functional gradients and the space discretizations by the 

BEM is a very.efficient computational method for thermal load optimization 

problems. The outlined procedure should easily be extended to material and 

shape optimization problems of engineering design.

Applied Mathematics Department
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i> ICATTIVI COOaSIVATIOH ALGOBITBII 

fOR IXTIRACTIOS BALAXCB KBTHOO WITH FEEDBACK

llaolaj üiehnlawlcB 

FOLAHD

Intaractlon Balanca Mathod with Faedback la appliad to 

coAtrol larga acala ajrataa. Each auba^ataa la controled by s lo

cal optlaiaar which calculataa control raluaa having ragard to 

coordination variablaa p. Tha coordination problem la to appoint 

p minimiaing tha dlffaranca between real ayatam inputé and onaa 

calculated by tha local optlmlaara. Thla diffarenea la called 

dlaeoordlnatlon.

In tha paper the coordination algorithm in tha preeanca 

of diaturbanoaa haa baan conaldarad. Thla problem waa pravioualy 

analyaad by Ruaseaynakl("An Algarithm for Real Syatam Coordina

tion") in Larga Scale Syatam Theory and Application, Proc. of 

tha IFAC Symp. Udine 1976), He propoead a vary aimpla updating 

algorithm oonalating of the following linear tranafomation:

P^*’ -  +  F' D ( p ^) (A)

where D(p^) - dlaeoordlnatlon dopendad on tha coordina

tion varlablaa p.

Tha matrix F In tha above formula had baan computed baaing on 

tha <modal of tha ayatam:' In tha above mentioned paper tha con-
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Torgenc* of thla algoritlia In the C M O  of eonatant dlatvrlMnooa 

undor the oosunptlon of suffltlently oaoll difference between 

the syeten equeotlono end the model ones hod been prored.

In my paper the caae of variable, drifting diaturbanoes 

baa been inveatigated. In thia caae optimal valuaa of the coor

dination variablea are unknown functiona of tima, and the dif

ference between the ayatem aqueationa and the model onea could 

inoreaae to axceaa. Conaequehtly the convergence property af the 

algorithm .(A) could be loot* In the paper the adaptation af the 

operator f baaing on the collected meaourementa of diaceordina- 

tlon haa been propoaed. The apeclal variable metric method pre- 

aented by the author at the 11-tb I9IP Conforenoa on Syatem Mo

deling and Optimization in Copenhagen haa baan applied ad the. 

adaptation algorithm. Thia method waa prepared for the problem 

of tracking minimal point of nonatatlonary objective function.

In the paper the convergence of algorithm (A) with the 

adaptation of the matrix F in- the caae of linear ayatem haa 

been proved. Several caaea of aaaumptlona concerned with varia

bility of the diaturbancea have been analyzed. The application 

of thia adaptive algorithm to control more comllcatad ayatem 

haa bean also diacused. High effectlveneaa of the preaented me

thod haa been finally llluetrated by some numerical exparlmenta.

dr. Maciej Uichniewicz 

Inatitute of Aviation 

Lukasiewicz Technical University 

ul. Wlncentego Fola 2 

35-959 RZESZOW POLAND



COHPÜTER ASSISTED MODELLING OF 

LINEAR, INTEGER, SEPARABLE AND FUZZY 

PROGRAMMING PROBLEMS

Or. G. Mitra, Brunei University and UNICOM 
Mr. C. Lucas, Brunei University 
Mr. M. Tamiz, Brunei University 

Dr. K. Oarby-Doi#man, Polytechnic of Central London and UNICOM 
Dr. J. Yadegar, Brunei University 

ENGLAND
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For mathematical programming (MP) to have greater impact upon tite 

decision making process, MP software systems must offer suitable 

support in terms of conceiving and describing programming models. In 

this presentation: ti) the basic modelling ground rules for linear 

programming are first introduced, (ii) Techniques of modelling which 

allow logical restrictions to be reformulated as integer programs are 

described, (iii) It is shown that many classes of nonlinearities which 

are not variable separable may be reformulated in piece-wise linear 

form, (iv) Fuzzy linear programming formulation of multi-attribute 

and goal programming problems is discussed briefly.

It is shown that analysis of bound plays an important role in the 

following contexts: model reduction, formulation of logical 

restrictions as 0-1 integer programs, reformulation of nonlinear 

programs as variable separable programs and formulation of fuzzy linear 

programs. It is observed that as well as incorporating an interface 

between the modeller and the optimiser there is a need to provide the 

modeller with software facilities which support the modelling 

techniques presented in this talk.

Brunei University 
Uxbridge 
Middlesex 
UB8 3PH
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Sanjoy K« Mittar

Title: Markov Random Fields and Problems in Computational Vision

Abstract

In this lecture I discuss various problems in Early Vision using 
models of Images as Markov Random Fields corrupted by noise. In theories 
of vision, it is believed that most problems of early vision are of a 
compucacional nature. Examples of such problems are edge detection, 
surface reconstruction and extraction of depth information from stereo 
images. We show that all these problems can be formulated in a unified 
way In the framework of Bayesian Estimation Theory and this also provides 
che 'correct' method for Incorporating a priori information. We discuss 
optimal estimates and show how the concept of an innovations field plays 
an important role in these problems.

The actual computation of these estimates can be done using Monte Carlo 
Methods such as the Metropolis Algorithm or Simulated Annealing. Some 
results on the asymptotic analysis of simulated annealing are presented. 
Moreover, the solutions of these estimation problems can be ^implemented 
in a distributed architecture and we discuss these issues and present 
experimental results.

The models considered in this lecture correspond (in the simplest 
situations) to Ising Models with a random external field. Understanding 
the order-disorder phenomena for these systems is a topic of current interest 
in mathematical physics. The concept of temperature has a natural meaning 
in the context of estimation of random fields,and the problem of estimation 
of parameters such as temperature from noisy observations is also discussed.

The research discussed in this lecture represents joint work with 

J, Marroquin and S. Gelfand of the Massachusetts Institute of Technology.

From: Prof. Sanjoy K. Mltter

LIDS, 35-308 
M.I.T.
Cambridge, MA 02139 
U.S.A.
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OB THE BIYESHIH METHODS OP OPTIMIZATIOH 

nr THE PHESEHCE OP BOISE

J o m s  Moclcus, USSR

As the Bayesian we shall define such methods of opti

mization which minimize the expected deviation from the op

timal value of function f(x), x C A C R ' "  . The well known Ba

yesian methodsi see Mockus (1972) and (1981), converge to 

the minimum of any continuous function with or without the 

noise. But those methods are rather complicated and can be 

used easily If the number of observations (function evalua

tions) does not exceed 100.

The following simplified version of the Bayesian met

hod was developed by Mockus (1983)

/(r, (1)

Here is the expectation of f(x) with regard to the

pair (x^ ,ŷ  ), 6^1s the standart deviation of f(x) with re

gard to (x-,y^ ), X; is the point of the i-th observation, 

y^ is the observed value of function #(x) plus the noise |

' y^„ amin y^ ,i„is a positive number and n Is the number of 

observations. The expression (1) happened to be so simple 

because the Kolmogorov’s consistency conditions were repla

ced by the conditions of continuity of the Bayesian risk 

function and of the convergence to the minimum of any conti

nuous function without noise. In the presence of noise the 

method (1) will not satisfy the first convergence condition 

by Mockus (1981), namely that the "conditional" expectation 

should converge to the true value of function f(x) when 

n —» oo . The convergence conditions can be provided if the 

observed values y arc replaced by the average values around
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the best point In the sphere of ladius

Here Lebesque measure of A. In the presence of noise

the minimal observed value is not the unbiased estimate of 

the true minimal valuet so some correction is needed. Xa 

the case of Gaussian Independent noise to each of n points 

(without averaging) the following correction, see Kramer 

(1946), should be added: ^ « ^ ( V 2 i g 7 ^  - ^ ^

Here n̂  ̂Is the munber of clusters of points with averaging, 

ny is the number of points In one cluster, for slnplloltjr 

supposedly the same In all clusters. In this case the simp

lified version of the Bayesian method will satisfy the coa- 

vergency oondltiona also in the presence of noise and so 

can be used for the multimodal stochastic programming prob

lems as well.

The corresponding calculations concerning the test and 

real problems were cairied out by V.Tleshis and L.zukauskalte. 

Referencies

1) H.Kramer. Mathematical methods in statistics. Prinston 

University Press, 1946.

2) J.B.Mockus. On Bayesian methods of search of exAremum, 

Automatika 1 vychislit.tekhnlka, Riga, 1972, No.3.

3) J.B.Mockus. The Bayesian approach to global optimization. 

Proc. of ISI Golden Jubilee Conf.on Statistics, Calcutta, 16 

I>eo. 19gl.

4) J.Mookusi The Bayesian approach to global optimization. 

Mathematical modelling in Immunology and medicine. TSd.G.I. 

Iferchuk, L.N.Belykh, North-Holland, Amsterdam-New Yorlo-Qx- 

ford, 1983.

Institute of math, and cybernetics 

Pozelos str. 54 

Vilnius 232600
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A 3toch»8tlc Multlob.iectlve Dynamic pro<qr«innitinc Method 

with Application to Energy Modelling 

by
1 2 Sándor Molnár and Ferenc Szidarovszky

Hungary

Abstract

A Btechaetlo multiobjective dynamic programming model is 

described for the optimal utilization of mineral resources for 

satisfying the energy demand of the national economy. The 

model is bcued on' a special block-structure, where each block 

is characterized by its input and output vectors and stats 

variables. The vdiole system is considered as a superposition 

of the subsystems defined by the individual blocks. Input- 

outpus and state transition relations are defined for each 

block, and the overall objectives of the whole system are 

defined by investment cost, production cost, manpower demand 

and environmental effect.

A special Stochastic multiobjective dynamic programming 

algorithm is developed for the numerical solution of the 

model, which is the common generalization of deterministic 

single or nrultlobjective dynamic programming algorithms and 

Bayesian decision methods.

A case study illustrates the model and the solution 

methodology.

Dept.head. Mining Development Institute, Budapest III. 

Mikoviny u. 2-4, H-1037, Hungary

Prof, and head. Dept, of Math, and Comp. Sci., Uhiv. of 

Horticulture, Budapest XI. Villányi ut 29-35, H-111Ö, 

Hungary

2
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FOBCTIOUIi-IHTOBNAIIOH MOBSL 01 B O U M  OFSaiSITS MatnnT 

Sioean JoxdaiiOT MBCHET (Bulgaria}

in laofnncUonal pxogxaaima model oX liia h™**-" (^eratlxe me

mory Is created, ̂ls tiie last is accepted lUca of

tbe mnsmoactÍTl.ty of tbe v̂ twart Being the ing eim

model of the operatlre memory (OK) is learned ■ffoorrting the 

idiosyncrasies of a certain h v a n  being and then la used lihe 

means of teaching the same personjiicraelectronlc realisation 

of the model is possible like a Imiid in system in the micro— 

computer recelTing plus this artificial intelllgemoe.

Zbe work consists of tmo parts :

FIR SI; The model of OK (baild Isofonctianally) is described (a 

multi-graph with a global criterion, for effecttvaness and lo

cal criteria for volume, speed, exactness and xsadineas).Bie vo

lume of the OH is described by a selectively chosen set of ope

rators (FORGBIIIBS and BEHINISCBIICE - kind of the material,le

vel of the learning at proactive Interference, similarity bet

ween the elements,reminiscence in tlme;ROL£ OF IHB EXERCISES - 

distribution of the exercises in time,level of leaming;inilT)

OF IHE MAIERIAX - length of the row,degree of rationalization, 

place in the row,heterogeneity of the elements. Independence of 

the stimiill, similarity between the elements;FORHniiAIIOE,MOXI- 

7ES,M0II0HS - deliberate and undeleberate remembering weak 

and strong motivation,affect;OR&AHIZHIOH OF IHE AHSVfERS H U E — 

RIAL - intellectual activity,associations between the stimuli, 

length of the group;BBHSIIT OF 1'HE iNFOBHAIIOH SIHBQLS; lEFOR— 

MAIIOH; IHFOBMAIIOS POWER; aiul others) ,vhlch are described mai

nly by interpolation with chosen incoming inner aiKl exit vari

ables.It is shown that 'üiere is not selfcontrol of the model 

in the terms of the statistical games. ;

SECOHD;Ihe algorithm and the programmes of BASIC for teaching 

of the CM model are simulated in the computer.Ihe one,idio tea

ches,alone formulates,controls,grounds his own bases of data 

by describing,Jmctaposing and organizing of objects (depending 

on the individual motives) in a mtati-graph according to the 

OM model.Adaptation is realized (as optimization in 1he con

ditions of insufficient a priori information for the environ

ment of operative memory) and leaching (as fixed—step of the
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aeHuod for on. tbe properties of the eysteni fa»«iAhi»'g

QK) vlthont strict dellmlta.tloB.the Adaptation Is In non-ete— 

adx coadltloae and using Ihe theory of stationary processes, 

the prohlM 1s defined tor the minimising the fnnctlonal lo

sses J{M) • E,! ( Q with the help of the algorithm 

of ^ v e  u(n]-or[n-/)-!f{/7j.S(xCn),UCn-'fJ) under the oh- 

sermtlon of the additional static and/or dynamic conditions,

n.a math«matlealL base of the algorithm of the adaptation la 

the apparatus of stochastic approximation, hearlz^ In mind that 

this method had already been used under certain clrcanstances 

of aon-steadynass (with decisions depending on the problem It- 

self-exajqle,lB adaptlwa control systems)>Ibr tbe adaptation 

of the process of teaching for each concrete human (91,lt is ne

cessary a correction depending on the Individual peucameters of 

the human being and the model etructore (depending on the ef— 

fectlveneas of memorising the elementary portions teaching In- 

fomatlon) of the operative memory.

In conclusion 'Qie role of human OH in teaching IS shown 

with the application of the reached results In psychology and 

pedagogy (in the teaching with computing technique).The role 

of human operative memory In teaching Is determined by the mo

del syotema "TEACHIH&-MEMORX" and "MEMORY-TEACHING".Ihe first 

of them describes the following structure of Interaction (bet

ween the teaching and the human memory): selectivity during 

the Informational transition between Instantaneous and short

term memory; actuality of mnemoinformaAion In the operative me

mory for a certain period of time; reliability of the given 

Infomatlon from the semantic long—term memory.Zhe following 

proceeses are secured: memorizing of 1he essential information! 

active and passive staraging; reliability of the after follo

wing reproductiveness.The second system "M3I0RT—T E A C H I H O de

fines the optimal mnemocondition for creation of highly effec

tive hierarchical assoolative-aemantic structure of the mea

ning, e to raged in the long-term human memory.

ul. "Jordan Mishev" 21 A, 
8600 Jambol,

- Bulgaria
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Modelling and numerical simulation of 

wind-generated circulation and matter 

transport in shallow lakes

V/olfdietrioh Muller 

GDR

Permanently growing water demands and permanent decrease of 

v/ater quality call for increasing investments in water 

quality management. Here the decision maker can no longer 

employ thumb rules but ought to make use of general com

puter models and program packages.

Circulation of water and distribution of pollutants in 

shallows lakes are significantly influenced by the wind. As 

a mathematical model of "medium" complexity, the Ekman mod

el (derived from the Navier-Stokes equations by using the 

concept of turbulence viscosity and assuming hydrostatic 

pressure distribution aind small circulation velocities) 

gives a globally good approximation to the three dimensional 

velocity field of circulation in shallow lakes. Horizontal 

velocity distributions in arbitrary depths can easily be 

calculated from a "stream function" vihioh turns out to be 

the solution of a boundary value problem for a Poisson-like 

partial differential equation (with additional convection 

terms) in two space variables.

In the computer program package LAKE (developed by G.Stoyan 

and the author together with H. Baumert from the Institute 

of Water Management, Berlin, GDR, cf. (1.1), this partial 

differential equation is solved numerically (on an arbi

trary tvro dimensional domain) by a specially adapted finite, 

difference scheme on an equidistant rectangular grid. Prom



the stream function, velocity vectors are computed by di

rect calculations. The obtained velocity field determines 

the coefficients in the ordinary differential equation of 

drifting body trajectories (solved numerically by a pre

dictor-corrector method) eind in the mass transport equa

tion (a partial differential equation of diffusion-con

vection type, solved by a finite difference scheme closely 

related to the One mentioned above).

Besides, the system LAKE (which is applicable to lakes with 

arbitrary geometry, arbitrary depth distribution, arbitrary 

distribution of inflow and outflow links) contains a lairge 

number of modules for data manipulations (aggregation of 

input data, evaluation of output data, storing on external 

files, etc.) and for presentation of results (via printer 

or plotting machine).

Altogether, the package LAKE consists of about 35 modules 

(all in PORTRAH) realizing special tasks (each module con

tains a self-explanatory comment section). By means of a 

"main program" the modules needed in a specific situation 

can be combined. "Main programs" for some standard situa

tions are available. The package is, in different versions, 

available by licence.

In the paper results of some real life calculation examples 

are presented eind typical applications are indicated.
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RESULTS OF EVOLUTIONAL RANDOM SEARCH PROCEDURE FOR 

LOAD FLOW OPTIMIZATION IN ELECTRIC NETWORKS

Dr. Herbert MULLER, Dr. Gerhard THEIL,

Dipl.-Ing. Wolfgang WALDMANN 

Austria

When calculating the power flow in an electric transmission 

network it is the purpose of load flow optimization to adjust 

free control parameters (reactive power injections, voltage 

magnitude at reactive power sources, tap sets of transformers) 

in such a way, that given technical limits are satisfied and 

a global scalar objektive function is minimized. Possible 

objective functions are transmission losses or the variance 

of bus voltages. Imposed constraints are upper and lower limits 

for power inputs at nodes, the allowable band for bus voltage 

magnitudes and maximum power or current ratings of trans

mission components.

To master the nonlinear and non-convex character of this 

multivariable optimization problem and to overcome difficulties 

originating e.g. from the mentioned constraints of different 

physical dimension (scaling problems!) and from the "fissured" 

solution space caused by them a derivation-free random search 

procedure following the principles of biological evolution 

was chosen to solve the constrained reactive optimal power 

flow problem. Starting from an arbitrary system state the 

solution process is decomposed into two steps, determining 

first a feasible and then optimal load flow (within the 

feasible range).

Beyond that the facility of load adjustments for security 

reasons was also included in the search process (see flow 

chart of solution procedure): Contingency analysis added to 

load flow analysis can be used to detect possible overloaded 

situations and such to provide the necessary security assess

ment within the framework of a preventive security concept. 

Cases may occur in the course of such outage simulations, 

where constraints are violated and where these violations 

cannot be eliminated completly by adjusting the normal
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control parameters 

mentioned above.

Therefore the pro

posed strategy was 

adapted to handle 

these cases. In a 

stepwise procedure 

In the first step 

load adjustments 

are determined In - 

some prespecified 

nodes, which are 

additionally 

necessary to get 

the system state 

feasible. The 

necessary unavoid

able amount of this 

load reduction Is 

minimized then In 

a second step (in 

combination with 

the other control adjustments).

The performance of higher developed evulutionary strategies 

was investigated by means of a test series with some example 

networks and real systems. Experiences learned when looking 

for the proper choice of strategy parameters which provide 

best performance are reported and results obtained are 

presented - e.g. illustrating the behaviour of the algorithm 

with regard to different types and sets of controllable 

variables.

Adress of authors:

Technische UniversitSt Wien,

Institut filr Elektrische Anlagen und Hochspannungstechnik, 

GuflhausstraBe 25, A-1040 Wien, Austria



On the optimal cooling of steel during continuous casting

Pekka Neittaanmaki

Finland

In continuous casting secondary cooling is required to accel

erate steel solidification and to strengthen the solified 

shell. Improper water quantity or distribution may form and 

enhance different kinds of surface and internal defects. So 

the strand is to be cooled down according to a pattern which 

depends on steel quality, product size, casting speed and ma

chine design. To define the cooling strategy and spray system 

design, the knowledge of heat flow and solidification rate must 

be known.

-  2 4 2  .

In this contribution, a mathematical model is presented which 

simulates the heat flow in the strand during the continuous 

casting of the steel billet and optimizes the casting condi

tions. Mathematically we are led to a boundary control prob

lem, where the state is governed by a nonlinear parabolic-type 

equation (with phase changes). When the state is discretized 

by a finite element method in space and the finite difference 

method in time, and an appropriate numerical quadrature is 

used to compute the criterion functional the problem reduces 

to a nonlinear programming problem. Several numerical examples 

will be given.



-  2 4 3  -

Simulation of Waiting Lines In Serleg Under Special 

Conditions 

Németh, György 

Hungary

A sequence of m service stations can be arranged 

in series such that a unit has to go through one sta

tion after another of the sequence before the whole 

service Is finished.

The analytical discussion of the system in series 

is rather difficult. We confine ourselves to a particu

lar case for which solution will be given by simulation.

The problem is what happens to a unit after it has 

completed service by the station in the line. If the 

/k+l/** station has already finished its previous unit,

it is free and can take the next unit as it emerges from

th !
the.k station.

Let us suppose that the station is not free,

all units in service have to stay in their respective 

stations until all stations complete service on the units 

in them, when all units move at once, each into the next 

station. The one in the m^^ station leaving the line and 

one from the queue moving into the first station /if there 

is no unit in the queue, all units wait until another unit 

arrives, when they all move/.
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It is assuned that each separata service station 

/process/ has its own service rate without specifying 

particular probability distributions for either the 

interarrival or the service times.

The whole simulation can be split up three parts, 

namely I

/l/ starting period; from 0 tine until the first 

unit starts its service at statlcn n,

/2/ operating period; the time that elapses be

tween the end of the starting period and the 

time the last unit starts at the first station, 

/a/ finishing period; the rest of the simulation. 

Waiting and idle times can be calculated for sub

sequent arrivals in the starting, operating and finish

ing periods - separately. However, uniform formulae can 

be created for all of the three periods, that la

and

^“^l-^,k+/+l = " ^®l-/&+l/,k-livl

where for each subsequent 1 /i=2,.. . ,i^/^ wO,l,. . . ,m-n-l 

with the restriction that the value of n and k vary during 

the different periods of the wlmulation as given in the 

table below
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period

variable''^ starting operating finishing

n B-1 0 varies from 
1 to m

k 0 0 n

During the simulation n means the number of service sta

tions where there is no activity, while k Indicates the 

number of stations where all of the services have been 

finished.

After the end of the simulated process total waiting 

and idle times can be calculated at each station. 

Notationst

m: the number of service stations 

WTibi the amount of time the 1^^ unit spends waiting

to enter the h^^ station, where isl,...,L and

hwl,...,m

IDT., s the amount of time the h 
in

th
station remains 

thidle while waiting for the 1 unit to arrive,

where is>l,...,L and hsl,...,m

TS .: ending time of service of the 1^^ unit at the 
in .

b^^ station, where 1=1,...,L and h3l,...,m’ 

TSMAXt  ̂j »• • • ^ •

Németh, Gydrg; 

Budapest, XII. 

Bartha u. l/c. 

1 1 2 6
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OPTIMAL METHODS FOR SMOOTH CONVEX FUNCTION MINIMIZATION

Yu.Nesterov 

USSR

The majority of methods dealing with the problem in£(f(x)| 

xeR") (1),where f(x) is a smooth convex function,are based on 

the idea of approximation of the cost function.lt is the approx

imation approach which allows us to obtain asymptotic rate con

vergence estimations for these methods.But the total time we 

need to solve the problem (1) by method ih, depends mainly on the 

global rate convergence estimation of method 1K . Function 

J ^ (s , k )  is called the global rate convergence estimation for 

method 'kt ,if for an arbitrary positive number k, for an arbit

rary start point XpeR" and for an arbitrary cost function f e 3^

the inequality f (Xj^)-f* 4 ̂ ^ {X g - x * ,k) is true. It is proved in [̂ ll 

that if - jf (. j i m ilx-yiî i <(£* (x)-f' (y) ,x-y^4 Liix-yil̂  Vx.yiR"}

(2), then for an arbitrary method "TTu  dealing with problem (1) 

■J'^Cs ,k)^const. Liisli^-min (exp (-

The methods for which the inequality (3) may be replaced by the 

inverse are called ;r^-optimal methods.Nemirovsky and Yudin 

proved that for all the methods mentioned above (the gradient 

method,the conjugate gradient method,the variable metrics method) 

^ ^ ( s , k )  const. L iiSĤ -rain (exp (-jjk) ,j) and hence they are not 

^J;^-optimal.

The first .-f^-optimal methods were obtained in £1,2^.How

ever on each iteration of these methods it is necessary to solvé 

subproblems of twodimensional [l^ or onedimentional [2^ minimi

zation with great precision. The first .1~^-optimal method with

out great complexity of each iteration was proposed in fs} .In 
- L
1.4̂  the whole class of ,j^-optimal methods was developed from
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the method [s^.The construction [3^ was used in fS] to obtain 

optimal algorithms for more general cost function classes.

The structure and proofs of the method [l-S^ are purely 

algebraistic.No geometrical ideas were used in these methods.lt 

put obstacles in the way of further optimal method development.

In this report we propose a simple geometrical approach for con- 

structing -optimal algorithms .The main idea of this approach

is to ensure the holding on inequality f (Xj^)4min(f | x 6R")

(4) step by step.In (4) function »0 for each

x é R" when k-»oo .The possibility of holding the inequality (4) 

follows from the global properties (2) of class ?^.The global 

rate convergence estimation of such methods is the trivial con

sequence of inequality (4): f(Xj^)-f*-»0.We present the simpliest 

yj^-optimal method of this tipe:

V(j-Xp-x«R"; Aq-L;

^ . ) s L - ^ ( a 2  , 4 A | ^ l ) ’ * - A ^ } ;

k+1

m

For this method f (x,^)-f* ̂ 4Lilx-x*ll
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Good lattice points for quasi-random search methods 

Karaid Niederreiter

Abstract

Random search is a familiar method in nondifferentiable optimization.

It is based on random sampling from the domain on which the target function 

is defined. If random samples are replaced by well-chosen deterministic 

point sets, we arrive at a so-called quasi-random search method. Quasi

random search methods were studied numerically by Niederreiter and McCurley 

[3] and Niederreiter and Peart [4], and a systematic theory of such methods 

was developed by Niederreiter [l]. Related investigations were carried 

out by Russian mathematicians (see e.g. Sobol' [6], [7]).

In this paper we study a special class of deterministic point sets and 

its application to quasi-random search «nethods. These point sets are easy 

to implement and with a proper choice of parameters they are well suited for 

quasi-random search methods. The structure of these point sets permits 

their use for continuous as well as for discrete optimization problems.

The basic construction for the normalized domain [0,l]*, the 

s-dimensional unit cube, proceeds as follows. Let m be a large Integer 

and let g = s-dimensional lattice point, i.e. a point

with integer coordinates. Then we define the points

%  = < l ^ ] ... &  ^ C o . r for n s 1,2,...,m,

where {tj = t - [tj and [tj is the greatest integer 4  t. The quality of 

this point set depends on the choice of the lattice point g. "Good" lattice 

points modulo m are those g for which for given m the corresponding

quantity measuring the suitability of lattice points is introduced. It is 

shown that for any given m there exist good lattice points modulo m. 

Effective constructions of such lattice points are discussed. We mention
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also the use of good Lattice points in refinements of quasi-random search 

methods such as localization of search (see Niederreiter [2] and Nlederreiter 

and Peart [5]).

Good lattice points can also be used in discrete optimization problems.

For Instance, if we want to optimize a function defined on a discrete grid 

{o,l,...,m - we can use the points = mx^ (1^ n ^  m) of the grid,

where is as above. If is a good lattice point modulo m, then the

m points yi*****yni efficient way of sampling from the m^

points of the grid. If the rate of change of the target function on the 

grid is under control, we get an attractive method for approximating the 

solution of a discrete optimization problem..
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ON THE USE 0? STOCHASTIC GRASIENTS TECHNIC 

FOR OPTUIIZATION PROBLEMS IN HILBERT SPACE

Novikova N. M. USSR

The problem of s e a ^  of gradients in Hilbert space is 

rather complicative. Thus it Is dlfflcxilt to use gradients 

methods for the numerical search of optimum under restricts.

With the ame to construct an universal algorithm of gradient 

type for the solution of any problem of convex programming In 

Hilbert space we offer to use the combine method of penalty 

functions and stochastic gradients for the solving of limiting <-i 

extremal problems. Its essence Is the following.

The functional restricts are tooo off with the help of 

integral penalty function. The obtained problem of limiting (wltt 

the penalty constant Increase to Infinity) optimization In 

Hilbert space Is substituted by the problem of limiting (with 

the increase of the penalty constant and the approximation order) 

finite-dimentional optimization, for example by the scheme of 

Rltz. For the munerlcal searh of Foiurler coefficients of the 

solution the iterative procedure of gradient type is constructed. 

There the penalty fimctlon and the approximation order are 

accordingly Increased with the growth of the iteration number. 

The approximated pehalty functional will be in the form of 

multivariable Integral. Instead of exact computation of its 

gradients the stochastic quasi-gradient a are of use.i.e. quasl- 

-gradlents of Integrand In random points. Thus for the seei^ 

of u(')£ (X) which realises the minimum m in . i<P>(ufx)}crT,

K = £:ru(x))^0 XcC,
M £ K  X
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In

i
a

n the form for orthonormal basis 'j=

í - ' - r í *   ̂K * ( | . ‘ s;(i,*i)ri

..., tt-y S O  ^i + y ’

Here {x^i, are sequences of Independent r realizations of 

of reuxdom yariables equidistributed on X , 5̂  ; Ĉ , 

are controlling number sequences of the algorithm.

It is proved the possibility to choose constructively 

the controlling pareuneters for the convergence of the itera

tive procedure to the solution of minimization problem of 

strictly uniformly convex functional under convex restricts 

in strong metric of Hilbert space with the probability equals 

one. This approuch may be extended.for the numerical solving 

of minimization problem: for convex functionals (on the base 

of Iterative regularization), for functionals of maximum, for 

the Integrals over measures and weak distributions in Hilbert 

space, - and for the solving of variation equations.

With a view to investigate the practical convergence of 

the algorithm above the problem of elasticoplastlcal torsion 

of cylindrical rod was solved. The computations gave the first 

approximation for the solution Fourier coeffitlents rather 

quicly.
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A VISUAL INTERACTIVE SIMULATION MODEL

FOR THE DESIGN OF RAILWAY STATIONS

Rui Carvalho Oliveira 

PORTUGAL

ABSTRACT

The construction of new railway stations or the modifica

tion of the lay-out of existing ones represent very high 

investment costs and therefore intensive design studies must 

be carried out in order to find well-balanced solutions. 

However, this Is a complex decision problem with multiple 

objectives to be satisfied, some contradictory, some 111- 

-defined, and numerous constraints. Furthermore, as the llfe- 

-time of a station is very long, one faces a long-term plan

ning problem, and therefore it is crucial that the planners 

have the possibility of evaluating alternative lay-out 

solutions under different traffic load scenarios. This raises 

many modelling difficulties, and a fully analytical model 

could hardly be suitable to cope with the complexity and re

quirements of the problem. Simulation, however, appears to be 

an attractive approach to be investigated.

This paper describes a simulation model developed to 

support design studies of Campanha Railway Station, a major 

node in the Portuguese railway network. The present track and 

platform lay-out no longer meet the requirements of the traf-



fic load imposed on the station (more than 440 daily trains), 

and therefore a complete re-^design has become necessary.

The model represents the station, the Incoming lines and 

the interactions with the neighbouring stations and It 

enables the designers to evaluate different lay-out solutions 

under various traffic load conditions. With this purpose, a 

series of performance measures is provided after each simula

tion run (such as train delay statistics, platform occupation 

data, track circuit utilization, etc). In addition to this, 

the model depicts a dynamic representation of the station and 

all train movements, allowing for a qualitative assessment of 

the solution performance. The model is fully interactive, 

enabling the user to interupt the simulation run to alter the 

state of the station (e.g., disabling a platform or forcing 

an early departure of a train), to move forward and backwards 

in simulation time, or ask for additional Information.

A series of interactive facilities enable the designers to 

generate alternative lay-out solutions and to define dif

ferent traffic load conditions, preparing the relevant data 

for the simulation model.

The paper also discusses the importance of the visual 

representation and the interactive facilities in improving 

communication with the Railway Company staff responsible for 

the design studies and in strengthning the confidence of the 

end users in the model.

-  2 5  3  -
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SimM-TANEOUS SYNTt^SIS AND ECONOMIC OPTIMIZATION OF THE 

PONEP SYSTEM ON AN OIL/CAS PRODUCTION PLATFORM

Ariid Olsbu, Norway 

Per A. Loeken, Norway 

Ignacio E. Grossmann, USA

' A simultaneous synthesis and economic optimization method is 

described for the power system on an oil/gas production 

platform. The model described here include the influence of 

a variable production profile with a corresponding variable 

power requirement over the life of the oil/gas field. The 

multiperiod mixed integer linear programming (NILP) model is 

based on the minimal present-value total cost for the power 

system including investment, cost of weight on platform 

structure and deck as well as running costs over the 

lifetime of the platform.

The proposed model can select• among several types of gas 

turbines for satisfying the various power requirements 

and also considers the possible assignment of electrical 

motors or gas turbine to rotary process equipment. The 

model also has the capability to decide how best to run the 

power system at each- time period taking into account reduced 

efficiency with load for each individual gas turbine. This 

model can also be implemented as a computer tool for the 

optimal synthesis of power systems and can be further 

extended for the synthesis of the production process.

The application of this model is illustrated by using an 

example from an oil/gas production platform in the North Sea. 

The problem consists of selecting gas turbine type as



r - 26  5 -

|‘9enerátor driver and to decide what kind of driver, gas 

turbine or motor, is going to be used at the compressors 

And pumps. It is possible to choose between four types of gas 

Uturbines for this problem.

'The size of the MILP model is 55 binary variables, 135 

: ̂ continuous variables and 300 constraints. The optimal 

I solution was obtained in approx 234 sec. of CPU time on a 

I DEC-20 computer using the branch and bound algorithm of the 

UNDO computer code.

To compare the effect of selecting other types of gas 

I turbines as generator driver, the MILP model was resolved 

Lttsing preselected values of the binary variables for 

jdifferent types of gas turbines. The difference in net 

i-present value of investment and fuel cost varies between 

j9-16 million dollars depending on the gas turbine type. 

In all solutions the compressors and pumps are driven by 

■otors.

[Ariid Olsbu, Research Engineer 

i SINTEF, Division of energy and fluid dynamics 

I N 7034 TRONDHEIM-NTH, Norway

'Per A.Loeken, Professor 

The University of Trondheim 

I The Norwegian Institute of Technology 

Division of Industrial heat Engineering 

H 7034 TRONDHEIM-NTH, Norway

Ignacio E. Grossmann, Professor 

Carnegie-Mellon University 

Depar-tment of Chemical Engineering 

Schenly Park 

PITTSBURGH PENN. 15213
Ü.S.A.
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DC MOTOR DRIVE PARAMETERS OPTIMIZATION 

Milutln M.Ostojic 

Yugoslavia

This paper presents the procedure for the optinum parameter adjustment'of 

separetly excited dc motor drive whose hybrid diagram is shown in Fig. 1. The 

essential parts of the drive are motor, thyristor converter and speed and cu

rrent regulators. It will be assuned that the mode of speed regulation is kno

wn. Matrix representation of the state equations describing behavoir of the 
systsm may be written in the from:

f = AY + FP; X=CY; Y(t^)=Y^ (1)

Fig.l. Hybrid diagram of studied system ^

In developing procedure for optimizaticxi, we have to find variable system para

meters q =|k , T , K , T , K •, K which will minimize the performance index^ S S C C OC OSJ
given by: t̂ori

J = /[Y(t,q)-Y (t)]'''[F]LY(t,q)-Y (t)] dt * (2)
to

where Y(t,q) - n dimensional state vector as a function of the system parame

ters vector q,Y^(t) - n dimensional state vector of reference system, R-nxn 

positive definite weighting matrix. Choosing appropriate value for R,T and 

reference system outputs, performance index becemes a function of the vector 

q only, ie. J=J(q). The partial derivatives of the criterion J with respect

to the parameters q give the optimum conditiwis as 3J/c)q=o,or
t o f T

^  =/[Y(t,q)-Y (t)]'̂  [R̂ -R'̂ ][V(t,q)3 dt=0, (3)
^ to

where the vector function V(t,q)=3f^(t,q)/aqj 1=1,2.,n , j=l,2,..l is sen- 
nsltyvity function. In order to obtain the gradient canponents of J it is ne

cessary to have the system sensitivity function of all of the system outputs 

relative to the system parameters which are supposed to be optimized. In this 

case the equation which defines the sensitivity functions may be written as:

Y . = AY , + A ,Y,
qj qj qj ’ j=1.2... 1, («)



5̂ V

vhere
roY, T -3A„ ^"inl

■
pY, Ky ^Anl’ ■■■ ^*nn

’ ‘><’3 J L  ‘̂ ‘>1 ■' Dq^J

(5)

It Beans that, In order to find first derivatives of the criterion J with res

pect to the system parameters, we have to solve n+(n+l)l + 1 dlfferentlonal 

equations. Mlnlmizaticn of the criterion has been carried out using Rosen 

gradient and Fletcher-Pcwel methods which have been proved many times as very 

efficient in solving different minimization problems. Using foregoing procedu- 

I) re a nunerlcal example has been carried out. The system is characterized by fo

llowing parameters: Iloo kW; 5ooV; 25ooA; loUo rpm; 91,5%; o.oo9l Ohm; o.oo31 H;

o.̂ llV/rpm/min.; 3.52Mn/A; ̂ ^=97. Calculated suboptlmal values of the paramete
rs and criterion for different starting points are given in the Table. The 

responoes of the optimized system to the unit step input is given in Fig.2.

' It should be noted that suboptlmal solution can be improved if we use obtained 

suboptlmal parameters using one procedure as starting point for another (cur

ve 3).

"s Tc Ks ''c ''oc ■'os J

iat.str.Point. 0.0172 o.3o2U 38.623 o.U3bo 0.082 1 11943,98

losoi o.o992 0.0712 28.067 0.2715 0 .0I7 l.ol 3 .6E-3

fletch-Powell o.o3od 0.0738 28.077 0.6545 0.006 0.99 3.75E-3

Stable str.Point 0 .0I62 0.0756 28.067 o.434o o.o4l 1 1.6

losen o.o232o 0.0736 28.067 0.3579 o.oll 0.99 3.4E-3

(letch-Powell 0.3783 o.ol64 28.068 o.374o o.oll l.o3 3.2E-3

Fig.2. The Responces of the system to 
the unit step input.

1. Fletcher-Powell:Unstable 
starting point.

2. Rosen gradient procedure: 
Unstable starting point

3. Rosen - Fletcher - Powell

Address: M.Ostojic
University of Titograd 
Dept.of El.Eng.
Slooo Titograd 
Yugoslavia
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Mogens Pedersen Hans F. Ravnt

The Generalized Maximum Principle 

Applied to Production Planning

This paper describes the application of new theoretical 

results in discrete time optimal control theory applied to a 

classical - but difficult - production planning problem.

For the solution of discrete time optimal control problems in 

general there are three methods that can be used:

- dynamic programming:

- maximum principle:

mathematical progr.

advantage: in principle capable of 
solving the problem by a stagewise 

approach

disadvantage: ourte cf dimcr.ticr.ality 

advantage: a stagewise approcah 

disadvantage: differentiability 

necessary for adjoint equations; 

normally only necessary conditions 

advantage: well-developed 
disadvantage: possibly many variables; 

normally necessary conditions.

We shall here consider the maximum principle. Recently the 

requirement of directional convexity has been done away with 

by a suitable generalization of the Hamiltonian (ref. 1). But 
also in this version the maximum principle yields only 

necessary conditions for optimality, at most.
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In this paper we give a review and application of a new 

version of the discrete time maximum principle, which is 

capable of yielding sufficient conditions. Moreover, some of 

the usual obstacles are removed: there are no requirements of 

convexity, linearity or directional convexity, and there is 

no requirement of differentiability.

In this respect therefore the new sufficient maximum 

principle is as generally applicable as dynamic programming. 

The relationship between the two methods is discussed.

The application of the principle is to a production planning 

problem. We consider a two item, three machine prblem, where 

the cost to be minimized consists of set-up costs, production 

costs and inventory costs. The restrictions are that the 

demand (assumed known for each period) is to be satisfied, 

and that further there are restrictions on production 

capacity and Inventory levels.

The algoritm is described, and computation experience is 

given, including the solution to the dual problem which 

yields a bound on the optimal criterion value which is more 
tight than the usual one obtained by Lagrangean relaxation.
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GLOBALLY CONVERGENT EXACT PENALTY ALGORITHMS FOR CONSTRAINED 

OPTIMIZATION

(•) (**) (•*) 
G.Dl Pillo, L.Grippo, and S.Lacldi (ITALY)

In recant v!«ars an increaelnq attention has been 

devoted to exact penalty mathode £or the solution of constrained 

problems by means of uneoastBalnad minimization techniques (See, 

e.g. (11,121 , [ 3 1 ) .

A commo^ feature of existing penalty methods Is that "exact 

ness* can only be established with reference to some compact set 

S containing the problem solutions, so that the treshold value 

of the penalty coefficient depends on S.

This causes. In principle, an Inherent difficulty In the un 

constrained minimization, since the level set corresponding to 

the penalty pareuneter and to some given Initial point, even If 

compact, need not be contained In S.

As a consequence, global convergence results for exact pe

nalty methods, employing automatic procedures for the adjustment 

of the penalty parameter, require the additional assumption that 

the sequence constructed by the algorithm Is bounded.

In this paper we define two classes of algorithms which 

avoid these difficulties under mild regularity and compactness 

assumptions on the problem.

The first class Is based on the continuously differentiable 

exact penalty function considered in (4), with the additional in

clusion of a barrier term on the boundary of S. The second class 

Is based on a similar Improvement performed on the continuously 

differentiable exact augmented Lagranglan function proposed In [ 5 ]

For both functions, a complete equivalence can be establi

shed between the solution of the constrained problem and the un 

constrained minimization of a continuously differentiable function 

whose global and local mlnlmlzers are contained In the Interior of 

S.



On this basis globaliy convergent aigorithms, eiq>loying an 

automatic adjustment rule for the penalty parameter, are defined 

which cannot produce unbounded sequences; thus overcoming the 

main drawback of existing exact penalty function methods.

For both classes, Newton-type and Quasi-Newton schemes are 

described, which allow to conciliate global convergence properties 

with an ultimate superlinear convergence rate.

Numerical results are reported.
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SAMPLING STRATEGY OPTIMIZATION 

FOR REGIONAL WATER QUALITY MONITORING

János Pintér and László Somlyódy 

Hungary

The proper management o f •environmental resources has 

growing importance in many technico-economic projects. In 

concordance with this tendency, the rational design and 

operation of environmental monitoring systems recently has 

attracted increasing attention.

This presentation is devoted to a system of models, 

formulated to determine sampling strategy for regional water 

quality surveillance. In the considered lake-watershed system 

the lake water quality is affected mainly by external nutrient/ 

pollutant loads, carried by tributaries to the lake. Monitoring 

is to be accomplished on tributaries of varying dynamics. The 

(discfete) measurement data are collected and transported to 

several laboratories, wjiere they>are analyzed. The main purpose 

of the monitoring network is to provide a statistically sound 

estimate of the annual/seasonal mean/total pollution load of the 

lake with minimum costs: the decision variables are the number 

of measurements to be carried out at each monitoring station 

and the number of different routes to be accomplished for
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collectin'g/transporting samples to laboratories.

Modelling the arriving pollution loads as random 

variables, results from finite population sampling theory can 

be applied: this approach leads to a linear programming problem 

with a single nonlinear, but convex constraint. The model can 

be extended to cover the case of stratified sampling and of 

monitoring several water quality constituents. The selection 

of"quasioptimal" model parameters (variance limits in 

estimating mean values) and a sequencing/routing model is also 

briefly treated. Finally, an efficient solution procedure and 

some numerical results are summarized.

SomlySdy, L. and Pinter,J.

Research Centre for Water Resources 

Development (VITUKI)

H-U53 Budapest, Pf.27.

Hungary
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MULTIEXTREMAL (GLOBAL) OPTIMIZATION 

ALGORITHMS, WITH ENGINEERING APPLICATIONS

János Pinter and János Szabó 

Hungary

A class of methods for finding the (not necessarily unique) 

global optimizer of multiextremal mathematical programming 

problems has been recently investigated in an axiomatic 

framework by the first author. Several software realizations 

of the mentioned type of algorithms have been programmed 

and tested by the second author. This paper surveys the 

underlying theory, discussing also numerical aspects and some 

computational test results. Typical fields of applications, 

such as model calibration (parameter estimation) in forecasting, 

curve/surface fitting to experimental (measurement) data, 

design of complex engineering systems are proposed, with 

numerical examples.

Pinter J. and Szabó J.

Research Centre for Water Resources 

Development (VITUKI)

H-U53 Budapest, Pf. 27.

Hungary
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THE GREEDY ALGORITHM AND APPROXIMATE TRAVELLING SALESMAN 
METHODS

Zeuaea Pogány  

Hungary

The greedy algorithm solves the problem of determining the 

maximum-weight Independent subset of a matrold. Greedy-type 

algorithms are often used for the approximate solution of 

other combinatorial optimization problems.

The Travelling Salesman Problem (TSP)i Given a complete arc- 

weighted graph G <= (V,E), the minimum-weight Hamiltonian 

circuit Is to be find.

A framework of a greedy-type algorithm for the TSP:

Let us define sets of partial solutions Si,S2 ,...,S^ where 

represents the partial solutions consisting of 1 edges 

of G.

Step k. of the algorithm: Let us choose the maximum-weight 

edge which together with the already chosen edges forms a 

member of Sĵ .

The sets Ŝ  ̂ of partial' sblutlöhé óah be differently defined. 

A greedy-type algorithm can be described by the sets of 

partial solutions.

The following guestlons may arise:

1. Which of the greedy-type algorithms can be expected to 

produce the best approximate solution?

2. How good is this solution?
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The edges In G can be partitioned Into n subsets, E=Eiu..uE^ 

where Ê  ̂- ((l,j), j - 1,...,n, j ^ i) .

It can be seen that S EiX...xE , that is, any Hamiltonian n n

circuit is an element of the Cartesian product of the sets 

E^, and any partial solution consisting more than 1 edge is 

an element of the Cartesian product of some of the sets F^. 

Choosing an edge into a partial solution excludes other 

edges from further consideration, that is, the expectatloii 

values and variances of the weights of the edges in the 

sets E^ will change.

The expectation value of the weights of the Hamiltoniai 

circuits can be easily computed. Choosing the minimal element 

of a set E^ yields a reduction of the expectation value. 

greedy-type algorithm can be regarded optimal - concerning 

the expectation value - if that edge from the mlnimum-wt.ght 

elements of the sets Eĵ  is chosen, for which the redueno,. 

of the expectation value is maximal.

We can formulate other algorithm-optimisation criteria too, 

concerning variance, sum of covariances, upper bound for 

worst case behaviour, etc.

We attempt to construct a greedy-type algorithm which tai't.- 

into consideration the above optimisation criteria at the 

same time. This algorithm is based on cluster-analys..s . The 

computational results are encouraging.

Zsuzsa Pogány

ELTE Computing Centre

Budapest 112.

Pf. 157.
1502.
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SOME PROBLEMS OF THE DISEASE MATHEMATICAL MODELS APPLICATION 

IN CLINICAL PRACTICE 

I.B.Pogozhev 

U.S.S.R.

The main results of joint research of mathematicians, immunologists 

and physicians headed by Academicians G.I.Marchuk, R.V.Petrov, N.I.Nisevitch 

and others are presented. The investigations started in 1975. Thier aim 

is the construction of mathematical models of the diseases and the develops 

ment of methods of clinical-laboratory data processing for objective esti

mating the pathologic process gravity) its course forecast and basing on 

facts the recommendations for the most adequate treatment choice. The results 

of these investigations were discussed at the IFIP Conferences and are pre

sented in /I,2,3,A/.

Solving the above problems we run into following difficulties:

1. "Our models, are they adequate?" Qualitatively different solutions obtained 

with corresponding values of model parameters correspond to different forms

of the diseases observed in clinical practice. "Biological consequences" 

obtained within model investigations correspond to the statements of modern 

immunology and clinical experience. One of the most clear examples —  the 

treatment of chronic forms of the disease "by aggravation" —  was predicted 

with the aid of the model and tested in clinical practice /I,2/. All this 

permits considering the constructed models to describe (on the whole) correct

ly the process under investigation.

2, "Not those indices which are necessary for the model are measured". 

Laboratory and clinical indices of gravity plotted on the base of data on 

laboratory analysis and physician's estimates of clinical symptoms expression 

appeared to be effective for getting over this difficulty /I,A/. Having ana

lysed experience of the above indices application we noted the following 

general relationships:

(a) When the disease takes the "smooth" course (i.e. without aggravat

ions) and patient recovers, laboratory and clinical indices of gravUv are



close to each other during the tNhole course of the disease, and they norma

lize Mith the highest intensivity, almost the same for a number of illnes

ses. Their dynamics can be described by stochastic equation:

-  2 6 7  -

-  -  ( A -  bV-í  ) ft

where 'ff - index of gravity at the moment of time t; ci'ft " stochastic 

Ito differential for index of gravity; ~ Winer’s process differential;

A - rate of functional rehabilitation; B - non-uniformity parameter.

(b) Deceleration of functional rehabilitation process is usually con

nected with unfavourable course of the disease.

(c) Indices of gravity can be assumed to be proportional to the part 

of organ damaged ■ in the simplest model of the disease /3/.

3. "What should we optimize?” One can show that for enough wide class of

disease models the minimization of functional 3o(u)s i

( U - "permissible control") leads to the results which agree with clinical 

experience, and distinguishes (if possible) "smooth" disease course.

4. "How to process data?" It is shown in /3/ that the method of maximum

likelihood is very convenient for statistical estimation of model parame

ters. This method easily allows to take into account the peculiarities of 

clinical-laboratory data receiption. It is assumed that the disease model 

parameters can be presented in the form: oC. = (X + , where 5 is aver

age over time value of parameter ot , 6 > 0 is a small parameter, and 

takes into account "fast" disturbances of parameter c<. . It is shown that 

under enough common conditions the value X J )f€ ,

are the model solutions corresponding to parameters o( , o( ) at 

6 “♦ 0 weakly converges to Markov-Gaussian random process. This property 

permits effectively applicating the method of maximum likelihood for estim

ation of the disease model parameters.
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Line search objective functions In recursive quadratic 

progreunmlnq algorithms for constrained optimization

M.J.D. Powell and Y. Yuan (Cambridge, England)

In order to force convergence in algorithms for constrained 

optimization, it is usual to impose the condition that no 

iteration may increase a "line search objective function", 

that depends on the original objective function and on constraint 

violations. In particular, the differentiable.exact penalty 

function that is proposed by Fletcher (Mathematical Programming, 

Vol, 5, 1973, pp 129-150) is very suitable, except that its 

value depends on first derivatives. We are concerned with 

Baking use of such functions in order -to obtain reliable and fast 

convergence without calculating second derivatives. One has to 

ensure that sufficiently small trial changes to the variables 

will reduce the line search objective function, but it is 

difficult to satisfy this condition, because there is insufficient 

information to calculate all the terms of the gradient of the line 

search objective function. We consider this problem in the case 

when all constraints are equalities. A successful algorithm 

that combines line searches in the space of the variables with 

differences of Lagrange multiplier estimates is d e s 'c r l b e d .  Also 

an algorithm is presented that makes use of trust regions.

Both methods are supported by convergence theorems, and some 

numerical results are given.
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SOME RESULTS ON INFINITE DIMENSIONAL RICCATI EQUATIONS

Giuseppe Da Prato, Scuola Normale 

Superiore, ^isa - Italy

ABSTRACT

We give some results on infinite dimensional Riccati 

equations. We shall consider deterministic as well as 

stochastic control problems for distribute parameters 

systems.

We shall also consider boundary control problems and 

periodic systems.

Scuola Normale Superiore 
Piazza dei Cavalieri, 7
S6100 PISA, Italy



P'.e Application of .-:’'Ste'r53 >!rii7ir.eerin̂  in t'-e 

of •vTicultur%l structure

Wang C h u an jian g ^ , Wang Changarj^,

Zhang Zhim ln^
P,!?. China

Zhao ^ingzhen in-:: '.unxiar.g

A'“stract
Since 1 9 3 0, our country has paid great attention to the applica

tion of syatema engineering and operationa reaearoh nethoda in nacro- 
eöonomic analyaia ao as to apeed up the realization of acientifie ma- 
nageaent in agriculture.

In Augi^tf 1 9 8 0. we began with the profaleni of improTing the aa- 
line-alkali aoil in Jî icheng County, Shandong Province and worked out 
a mathematical model for the optimization of agricultural structure 
in this area.

In a one-year period from 1982 to l983t in cooperation with the 
Agriculture Division Cffi<fe of Changqing County, Shandong Province, 
we finished research for an optioí«ű. production structure for planting 
and livestock breeding in this area. In working out the structure for 
planting, we took into consideration the fact that different crop- 
changing formulas are used in the field arrangements on different 
soil. In the structure for livestock breeding, attention has been 
paid to the different numbers of each type of animal retained for 
breeding purposes in different areas. The aim of this optimal struc
ture is to achieve, under certain conditions, the greatest net pro
fit in this county within the 2-year production cycle. The condition 

constraints take into consideration the following factors: social 
needs, national responsibilities, production capability, ecological 
environment, storage*capabilities, marketing situations, the natural 

growth of the agriculture and livestock breeding industry itself, 
their relationship etc.. Based upon different cliaiatio conditions, 4 
large-scale linear programming models were set up, each model having 
more than3t000 variables and 100 or so constraints and each having an 
optimal solution. Sensitivity analysis was used to determine the in
fluence of the fluct’iation of the marketing prices of agricultural 
and livestock products on the structure. The whole computation was done 
on the UNIVAC n O O  computer. Game theory was employed to get the opti
mal counter-measures against the influence of climatic factors. The 
result of the computation was considered practicable by certain ex
perts and the department of production management in Changqing County. 
By employing the new structure in arranging production, the net profit 
of planting (under different climatic conditions) could be increased 
by l3.1%-27.6% and that of livestock breeding by Satisfactory
results have been achieved during the first stage of implementation 
in 1984. Statistics of this country have shown that the total output 
of this airea has been increased 1 6.8^ by this new production stric
ture. Now the plan is undergoing its second year of implemei'.tatior..

In 1984, in order to extend the ap.lication of this me ci, we 
also began to cooperate with the agriculture ranagement dsvartmet;^ 
of Weifang City, Huan Tai County, Jimo County and ZharZ'-a Ccuntv. i:: 
in Shandong Province, to carry out r-'search to find tne opt;nal rr _ 

duction structure for these districts. In addition to dói ig r*-*s'nrcn 
in planting and livestock breeding for an optimal structure, we alöc 
comprehensively studied the forestry and aquatic products indistrv.
In Hxiantai County we concentrated our research particularly on a
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8tructur« for aquatic breeding in lake areas. In /eifang we analysed 
the production structure of a three-county area with the emphasis on 
the opening up of the area along the coat, on deweloping an optimal 
plan for aquatie industry and on the ioproTement of the saline-alkali 
soil*

In our country, the application of syateoa engineering and op
erations researeh in the naragement of agriculture has recetred great 
attention froa respected figures in rarious disciplines. The State 
Planning Coiailttee and the Coaitted of the Agriculture Dlrialon of 
Shandong Prorlnee bare entrusted us with the task of working out a 
prediction sodel for the readjustment of production structure in the 
eountrvAlde of the whole prorinoe in fire fields: agrioulturs, fores
try, husbandry, fishery and processing industry.

Ihe project hsa so far gone through the work of making the model 
and of obtaining statistioa and it is estimated that this project 
will be finished by September, 1935. To push forward the process of 
this wórk, scholars in the field of operations resesroh are working 
hard to study aetiial problems. At the same time, more persons are 
being trained in the field of systems engineering and operations re
seareh in order to put the models into practice.

1* 3* 3. Institute of Operationa Researeh, Qufu Teachers 
College, Cufu, Shandong, P.R. China.

2, Agriculture Dlwlsion Office of Jinan, Shandong,
P.R. China
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COMPUTER AIDED EXPANSION PLANNING OF COMBINED 
ELECTRIC POWER AND DISTRICT HEATING SYSTEMS - 
A MIXED INTEGER PROGRAMMING MODEL

G. Rabensteiner, AUSTRIA

The expansion planning problem in an electricity and heat 

supply system is characterized by the complex of questions 

arising from time, location and way of expanding or modi

fication the existing system to satisfy the power and 

heat demand in the future considering technological, 

economical and last not least ecological restraints. Type 

and installed capacity of powerstations, way of heat de

coupling, type and topological expansion of the power and 

the heat transmission network, reserve requirements and 

alternative contracts are some topics of interest to be 

handled during the planning process. This r e a 1-problem 

represents a stochastic nonlinear optimization problem in 

the mathematical sense, including a great number of equa

tions, inequations, variables and coefficients so that 

computer aided planning methods become very important and 

helpful.

The Mixed-Integer-Programming (MIP)-Model, described in 

this paper, is a long-term planning model for the solu

tion of the above mentioned tasks. Not only global and 

strategic studies can be carried out with help of the 

model, but also investigations of individual projects are 

possible. The objective of the optimization problem has 

been formulated into a minimum function of costs contai

ning the total amount of the present worth of fixed and 

variable costs (investment costs and costs of operation), 

which is to be minimized over the planning period under 

certain restraints. The extensive group of restraints 

includes demand constraints, expansion and long-term 

operation constraints for power-stations, contract 

restraints and in case of the expanded model version con

sidering both the electric and heating transmission net

work topology also the corresponding constraints for ex

pansion and long-term operation.



The presentation of the MIP-model within this paper* is 

started with the discussion of some elementary mathematical 

components for the long-term digital simulation of the 

power and heat system as a whole. The first step is the eva

luation of the objective as a monetary criterion for the 

quality of the solution. The mathematical formulation of 

the power and heat demand restraints will be explained as 

a next step. The planning or optimization horizon is sub

divided into summer and winter half-years. The restraints 

for the long-term operation of typical combined power and 

heat stations as condensing, extraction and back-pressure 

power plants are shown afterwards, also for heating boilers 

to catch the peak heat demand. The extension of the one- 

node standard model to a more-node model considering both 

the power and heat transmission topology including a sim

plified loadflow simulation will be explained.

The application of the planning-model to a practical power 

and heat system is illustrated within the next chapter of 

the paper by some diagrams. Some computational aspects 

evaluating the optimal and suboptimal solutions for the 

practical example are also discussed starting with the 

data handling, the numerical solution phase to the inter

pretation and the sensitivity of the solution in conclu

sion of the paper.

Further aspects for the incorporation of the model into a 

computer-aided planning package with a hierarchical struc

ture in the optimization horizon from long- to short-term 

optimization are mentioned.
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Convex programming on differentiable manifolds

Tamás Eapcsák 

Hungary

The best feature of convex programming problems in non

linear programming is that any local minimum is at the more 

efficient than in other cases. But the convex and generalized 

convex functions are defined on convex sets and this fact 

limits the use of this notion.

In the lecture the purpose is to extend the convexity 

notion to differentiable manifold. First the arcwise-oonvex 

functions are defined and characterized on arcwise-connected 

sets, on surfaces and on differentiable manifolds.

After it is considered the relation between this kind of 

convexity and the classical convexity.

Finally it is demonstrated the arcwise convexity has some 

important topological properties.
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MATHEMATICAL MODELLING OF THE PERSONNEL 

DYNAMICS IN ORGANIZATIONS

A.K.Romanov, A.I.Terekhov 

U.S.S.R.

Two mathematical models of the personnel dynamics 

in organizations are constructed. In the first model the indi

vidual promotions within an organization are described by a 

homogeneous semi-Markov process with a finite number of states, 

the flow of recruits being represented by the nonstationary 

Poisson process. It is found that the number of individuals in 

various states are asymptotically mutually independent Poisson 

variables.

For the second (deterministic) model of personnel 

dynamics in variable environment a boundary value problem for 

the linear partial differential equations is formulated. Mathe

matical analysis of the solutions is carried out including the 

study of their qualitative behaviour. To establish the weak 

ergodicity of solutions the Hilbert projective metric is ap

plied. The results of the application of both approaches to 

some particular manpower system are presented.
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POWER SYSTEM CX>RRECTIVE SWITCHING :

A NEW APPROACH USING NON UNEAR PROGRAMMING

BY J. RYCKBOSCH - FRANCE

1 - WHAT IS CORRECTIVE SWITCHING ?

The power system operator can generally establish connections between nodes in a 

great number oi ways ; through modifications in the topology, he can reduce quickly and 

economically the overloads which may have occurred after an incident : this is what is 

called "corrective switching".

2 - A DIFFICULT COMBINATORY PROBLEM

Any topological modification can cüways be modelled as the addition or removal of a 

certain number of lines j so we have a enormous combinatory problem, which cannot be 

studied completely. Moreover, it is impossible to imagine an heuristic method a priori 

choosing the most probable manoeuvers, reducing significantly the number of possi

bilities we have to study : a power system is an indivisible entity, and a local 

modification can have very distant effects on the whole system.

3- THE PROPOSED NEW APPROACH

In the direct current approximation, equations are grouped into Kirchhoff’s first law, 

and Kirchhoff's second law (for any cycle T of the network, we have I  v. = 0 where v. 

is the voltage phase difference between the end-nodes of the line i).

In the Kirchhoff's second law, we write the phase differences as v. = x. (t^. + t2-) where 

X. is the reactance of line i, tj. the actual power flow through line i, t2| a ficticious 

unbounded power flow.

To describe all tlie possible switching configurations, we impose for all i : t^. . t2| = 0. 

If t2| = 0, then we recognize in v. = x. tj. the standard equations : the line i is 

connected to the network ; U t^. is 0, the line i is switched off and the variable v. is 

unbounded.

Solving "corrective switcliing" problem thus means verifying the following system ( S ) :
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Kirchhoff's law A = B linear equations

*2,
exclusion constraints 1 h i = 0 non-linear equations

jihl < inequations

) 1 *2 1 < 00
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Actually, we prefer to solve the following optimization problem :

(O’) Min I  . t^.2

At = B 

| t | <  t

With t =

All the soluticMis of (S) are unconstrained local minima of (íT)« So we are not looking 

fa* a global minimum, but only a local one and we can deal with a non convex problem. 

On the other hand, some solutiwis of (ÍT) are not solutions of (§), but these bad 

solutions are always constrained minima and they can be eliminated, by multiplying the 

objective function by penalty functions becoming very high if the cmstraints tend to be 

bending.

Lastly, it should be mentioned that (0*) is solved by a reduced gradient method, very 

suitable fca" linear constraints.

^ - MODEL PERFORMANCES

Our method has already been successfully tested, first on the IEEE test system and 

later on several situations which actually occured on the French regional networks. The 

computational time is already quite satisfactory (-  3 seconds on IBM 3081) and could be 

greatly improved if we write a specific optimization code, for our problem.

3. RYCKBOSCH - EDF-DER, 1, Avenue du General de Gaulle 

92141 CLAMART - FRANCE
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OPTIMAL CONTROL OF FREE-BOUNDARY PROBLEMS.

C. SAGUEZ

An Important class of Optimal Control problems for non linear distributed 
parameter systems is constitued by free boundary problems, in particular, when 
the state is solution of a variational inequality. Multiphase systems as solidi
fication problems, continuous mechanics problems, as elasto-plasticity, f i l t r a 
tion problems, . . . ,  are some well-known examples of such systems.

A typical example is given by the following variational inequality which 
■odelizes the one phase Stefan-problem :

( 1 )

(|{ . ♦  - y) + a(y.4> - y) > (f + Bu,* - y) 

y{0 ) = 0  V* « K = {4. fc h’ (í!) | 4) >, 0  a.e.)

(y is the state variable and u is the control variable).

For such state system, different criteria may be studied. We consider three 
of them, which are the most specific problems.

i) J(u) = ||y - z II"
^  L̂ (Q)

In this case, we control the variation of the state variable y.

= IIXf (u) -
(0)

where denotes the characteristic function of the set :

T(u) = |(x , t )  I y^(x,t) = 0}
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and Xj the characteristic function of a given subset of F .

In this case, we control the evolution of the free-boundary.

i i i )  J(u) = n ( I (u ) )  (or 4 (I(u))

with I{o) = {t e  [O.T] I C y(x,t) 4  Ẑ ĵ)

Lebesque measure and 6 diameter of I(u))

In this case, we minimize the domain where the state constraint y«-Z 
are not verified ( i .e .  for example domain where defaults can exist).

ad

For such optimal control problems, two main difficulties are to be consi
dered ;

+ the existence of optimality conditions 

+ the implementation of efficient numerical methods.

For that, different techniques have been developped. They'use principally 
the two ideas :

i) To transform the initial problem into an optimal control problem with 
linear state equation and nonconvex constraints on the state. For that, 
we introduce the multiplier associated with the constraint y e K.

ii)  To use a penalty technique for the constraint ye. K. Then we obtain an 
optimal control problem for a non linear parabolic equation.
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To Illustrate these different problems and the associated algorithms, we 
present problems connected to the optimal control of a continuous casting process. 
In that case, the physical system corresponds to the solidification of the steel. 
The goal is the computation of the best cooling system to increase the producti
vity and to guaranty the quality of the steel. Different numerical results are 
presented.
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APPLICATIONS OF MULTIPLEX ALGORITHM TO SOLVE

QUADRATIC PROGRAMMING PROBLEMS

S. Sakthivel^, M. Kothandaramanujamt, B. Kanchana^, 

and T.R. Natesan^

Abstract: Among the class of non-linear programming problems an 

important and richly studied subclass of problems is that of 

quadratic programming problems• Since the Kuhn-Tucker conditions 

are a set of linear inequalities for this class of problems, 

methods based on the simplex algorithm have been found to be 

quite efficient in solving them. Simplex algorithm is a uni

variate search technique and is therefore slow in convergence.

A multiplex algorithm which is found to be fifteen to twenty 

times faster than the simplex even for a medium size linear 

programming problem has been developed and implemented sucess- 

fully. The proposed algorithm is a multivariate search technique 

which brings into the basis a group of k nu'ber of variables 

(l^k.^m, where m is the number of resource constraints of the 

problem) not only at start but also in between passes. This 

procedure enables to choose a set of k (K<^m) linearly independent 

vectors to construct a nonsingluar basis matrix at the beginning 

of each pass and is not so dogmatic in preserving the property of 

feasibility. Two criteria are used to identify the promising 

variables an' they are the maximum rate of change criterion and 

the maximum change criterion. A matrix of intercepts of the

-i Anna University, Madras, India 

1“ Indian Institute of Technology, Madras, India
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decision variables is constructed which enables to bring into 

the basis a group of variables preserving the property of linear 

independence. In this respect, the multiplex algorithm is 

similar to the simplex procedure. However, the multiplex 

algorithm does not always guarantee basic feasible solution 

in the course of computation as simplex procedure does.

Certain checks are Instituted to guard against landing 

on infeasible basic solution and if it does it is removed then 

and there by invoking dual simplex procedure. The multiplex 

algorithm finds a near optimal solution at the end of first 

pass. Simplex algorithm is choosy in selecting a feasible 

solution among basic solutions whereas multiplex accepts any 

basic solution and converges rapidly to optimal solution. From 

computational experience, it was found that preserving the 

feasibility property is a drag on the rate of convergence.

This is extended to solve quadratic programming problems 

also. .‘The multiplex algorithm enables the quadratic programming 

problem to converge rapidly. The entry of multiple n\imber of 

variables cuts down the computational effort considerably and 

this works successfully for quadratic programming problems as well. 

This is expected because quadratic programming problem is solved 

primarily using simplex procedure and hence multiplex algorithm 

should also be applicable equally efficiently. Numerical 

examples have been solved to illustrate the working of the 

algorithm and the savings in computation are reported.
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1 -  POWER SYSTEM OPTIMIZATION

The objective of a power system is the foUowing: to satisfy the demand for 
electricity in the best conditions of cost and reliability. To achieve this, a great 
number of actions are necessary, ranging from the expansion pianning of the piant 
mix and the networks to reai-time control, and including all the phases of operational 
planning. For each of these actions, the operator must make choices: whether or not 
to build a new generation unit or transmission line, or decide on the maintenance 
scheduling for power plants or lines, or choose the unit commitment at any given 
moment, etc.

In order to assist the operator in taking the optimal decisions, an effort is made to 
provide a mathematical formulation for each of the problems and to solve them using 
optimization methods.

The main difficulties in power system optimization problems are lioked to their 
considerable size, future uncertainty and the discontinuous nature of some variables.

2 -  OPTIMAL CONTROL METHODS s FIVE A PPU C A T IO N S F O R  TH E POW ER 

SYSTEM

Optimal 'control methods are concerned with the optimization of intertemporal 
trajectories of systems. Any problem of optimal control Is thus stated in terms of 
state variables, control variables and transition equations. The latter may be 
deterministic or stochastic. With the stochastic equation, an attempt is made to 
optimize the control variables as a function, at all times, of the state variables of the 
power system : this is what is called a strategy control, or a closed-loop control.

Optimal control methods are linked, in the main, to Dynamic Programming and the 
Maximum's Principle. Dynamic Programming allows for the processing of non-convex 
problems, and the optimization of strategy control variables: in this case, the term 
■Stochastic Dynamic Programming" is used, liot this is applicable only to small-scale 
systems, unless it is combined with various techniques of decomposition. On tlic other 
tűnd, tlie Maximutti's Principle remain^ die to large-scale power system: d :t
cannot handle non-convex problems, or random future problems. In the special ce c of 
a linear quadratic problem, the Maximum's Print.pie leads to Ricatti's cquot in, 
which optimizes strategy controls, even for a large-scale system.



Rather than proceeding with a theoretical presentation of these methods, five 
applications for the optimization of the electric power system will be described ;
- daily unit commitment using decomposition-coordination,
- scheduling of a tidal power station using the Maximum's Principle,
- scheduling strategy for a hydraulic reservoir using Stochastic Dynamic Planning,
- scheduling strategy for a group of nuclear reactors using stochastic decomposition- 

relaxation,
- load-frequency control using Ricatti's equation.
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3 - DAILY UNIT COMMITMENT USING DECOMPOSITION-COORDINATION

Each day, on account of a forecast of the demand for electricity for the following 
day, the operator of a group of thermal units must establish the operational unit 
commitment. In addition to the coupling constraints of generation-load equilibrium 
and of the spinning reserve, there are also technical constraints specific to each unit. 
ArKl it is important to find a least cost schedule, a term which includes not ortly the 
propcwtional operating costs, but also fixed costs and start-up costs.

In order to solve this large-scale, non-convex problem, its separability, due to the 
decoupled dynamics of the units, is exploited. The decomposition-coordination 
method consists in matching Lagrange multipliers with the coupling constraints and 
introducing the former into the objective furKtion. The algorithm is performed by 
iterations between two levels :
- a coordination level where the Lagrange multipliers are updated, •
- a decomposition level where the local assignment problems of each unit are solved 

using dynamic programming.

The decisive advantage of this method is its 6 -optimality.

 ̂-SCHEDULING OF A TIDAL POWER STATION USING THE MAXIMUM’S PRINCIPLE

All tidal power equipment, which ci.n be extremely varied in nature, run in more or 
less regular alternations of two p;.: ;>.5:
- transformation of the tides energy i:,io potential encrg>, via siorcgc by means of 

dems and gates,
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- recovery oí energy by turbining.

Maximizing the energy generation oí such an equipment is a problem of optimal 
controii where the state variables are the basin levels, and the control variables the 
position of the gates and the turbined release flow.

The use of the Maximum's Principle makes it possible to construct iteratively the 
optimal trajectory based on any initial trajectory.

3 - SCHEDUUNG STRATEGY FOR A HYDRAUUC RESERVOIR 
USING STOCHASTIC DYNAMIC PROGRAMMING

The presence of a hydroelectric reservoir in an electric power plant mix appears as 
an appreciable asset for ensuring the generaticxi-load balance throughout the year in 
the best conditions of cost and reliability. Indeed, this equipment provides energy on 
a yearly basis which can be used at the times when it is the most useful; peak hours 
of the year, as a substitute for expensive thermal power, or even to avoid load 
shedding. Yet, at any moment the proper arbitrage must be made between immediate 
plant discharge providing sure savings, and maintaining the stored energy which will 
provide probable savings in the future. The arbitrage is all the more difficult because 
the future is quite uncertain: randoms involving demand, the unavailability of 
equipment and hydraulic inflows. Stochastic Dynamic Programming provides the 
optimal solution in the form of closed*loop decisions strategies (feedback).

6 - SCHEDUUNG STRATEGY FOR A GROUP OF NUCLEAR REACTORS USING
stcx:hastic decomposition relaxation .

The particular feature of pressurized water nuclear reactors is that they can only be 
refueled when they are shut down. Tliis operation requires weeks and must be 
carried out on roughly a yearly basis. The opo^ator of a group of nuclear reactors 
must thus optimize not only the assignment of refueling shutdowns, but also the use 
ÜÍ the fuel of each reactor between refuelings. For a group made up of several dozen 
units, Stochastic Dynamic Programming, the only type of programming which enables 
Uic operator to compute decision itrutegies (i.e., decisions as a function of the state 
CÍ the system at a given inorr.̂ ü̂t), is inapplicable. The decoupling of the unit 
>na;.iics does, however, allows us to envision optimization in a restricted category 

w .^tr.itegies: local feedback. The computation consists in optimizing successively 
sdifduling strategy of each reactor, while taking into account the probable 

sclicculing of all the other reactors.
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This method, called stochastic decomposition-relaxation, provides, along with excel
lent numerical performances, scheduling strategies in the random future which are 
close to optimal strategies.

7 - LOAD-FREQUENCY CONTROL USING RICATTFs EQUATION

The role of the Load-Frequency Control is to ensure permanently the fine tuning 
between electric power generation and demand, so that the frequency remains 
constantly as close as possible to its set value. It is important to optimize this fine 
tuning, without, however, subjecting the generating units to excessively high vari
ations.

With this problem of optimal control, the state of the system encompasses a great 
number of variables whose dynamics are linearly coupled :
- the instantaneous frequency deviation (or the integral thereof...),
- tlie instantaneous deviation of power exchanged with foreign systems,
- the instantaneous generation deviation of each unit, in respect to the operational 

program.

The use of Ricatti’s equation provides an optimal closed-loop solution, along with 
numerical performances which are perfectly compatible with real-time requirements.



A CLASS OP INTEGER PROGRAMMING MODELS FOR PRODUCTION SCHEDULING

ladeusz J. Sawlk 

'Poland

-  29 1

Integer programming formulations are presented for a class of 

the following production scheduling problems: n different opera

tions j (j=1... n) have to be performed many times (operation J

Zj times) on m nonidentical machines i (i=1,...,m). For each opera

tion j given are processing times p̂ ĵ that j has to spend on the 

r various machines l«Ij £ I =^1,...,m}- that are capable of performing

: it. The subsets of machines I. (j=1,...,n) do not need to be dis-
J

: Junotive. Each machine can process at most one operation at a time,

! however the operation of one type can be processed on a number of 

[machines simultaneously. The operations are subject to general pre- 

I cedence relations represented by an arbitrary acyclic digraph G = 

(J,A) with vertex set J ={l,...,n}, Associated with each arc (j,k)€

IA there is an integer 1 denoting the number of times the ope-

[ ration j must be performed before the operation k can be started 

and performed once. The problem objective is to determine an asslgn- 

Iment of operations to machines and lot sizes of the scheduled opera- 

[tions over a scheduling horizon in such a manner as to complete the 

[production order (z^,...,Zj^) and minimize some time or cost crite- 

frion J' . A conceptual formulation of the scheduling problein is 

Iciinlmize K

Ifcubject to four groups of the conntraiiits:

1) t!ie assignment constri.lnts

2 )  the ’ roced’nce constraints

3) the nonpreemptihillty constraints

4) the groduction or^'or completion constraints .

',;o types of fno p’'oblom formulations are considorod: the into-

p;pr fori.'in!ation with the integer assignment variables denoting 

[the nambor of machines assigned to operation j in period t , 'i.nd the



binary formulation with the binary assignment variables denoting, 

whether or not the operation j is performed on machine i in period

t. The binary formulation is a general one whereas the integer for

mulation can be used only in the case of unit processing times

p . . = 1 for all i«Ij, j«J. In the case of the binary formulation
J

the precedence and the nonpreemptibility constraints incorporate 

nonalgebraic expressions (the entier function L'J ). The only excep

tion is the case of unit production order Zj = 1 for all j, and 

a treelike digraph G with ĉ ĵ  = 1 for all (j,k)6 A.

It follows from bn analysis of admissible schedules that the 

assignment of machines is constant for a number of consecutive pe

riods and hence the variables xí. (xt) need not be defined for all
1 J J

t. To limit the number of variables which have to be explicitely 

evaluated one may aggregate a number of consecutive periods into 

one longer period and introduce new variable h^ denoting its time 

duration. Then the scheduling problem will be to determine the ass

ignment of machines in each of such periods and their time dura

tions. Such a reformulation of the scheduling problem is particu

larly useful in the case of batch-type production where inventory 

of semi-finished products and the assignments are updated only at 

the beginning of each aggregate period.

Heuristic approaches to solution of the integer progroiraning 

optimization problems are discussed for the case of mlnimax opti

mality criterion.

University of Mining and Metallurgy,

IMHA,

Al.Mlcklewicza 30 

30-059 Cracow, Poland.
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OPERATION PLANNING OP POWER SYSTEMS 

Dipl.-Ing. Alois SCHADLER 

AUSTRIA

-  29 3 -

ABSTRACT

This work deals with the economical optmization in electric 

ntilities. After a short review about the optimization activities 

of the Styrian electric utility STEVEAG, a report is given about an 

attempt of IBM Austria and STEVEAG to practically implement a short 

term operation planning system, which is universally applicable to 

electric power systems and heating systems. Some of the highlights 

of this optimization model are:

• Complex water reservoir systems including reservoir networks, 

time delays for the water flow and water contracts to downstream 

plants

• Coupled energy systems with electric and heating power generation

• Sophisticated interchange contracts taking into account several 

types of contracts

. New acceleration strategies for solving the optimization problem

The solution of the optimization problem is based upon the mixed 

integer programming package MPSX/570 and MIP/370. The optimization 

kernel is embedded in an extended control program containing a 

number of new acceleration measures which were necessary to achieve 

practically acceptable results in reasonable computing times.

A paper giving an overview about this program package and dealing 

with the optimization technique has been already published by 

P.G. Harhammer /1/. In the present paper emphasis is given to the 

mathematical model and the optimization results. The application of 

this system and the results achieved with it will be discussed on 

the basis of real life problems of the Styrian electric utility 

STEWEAG. Finally reports will be given about the planned extension 

of this package for the mid term operation planning problem.

OPERATION PLANNING STRATEGY

The short term operation planning with a planning horizon of one up 

to seven days is exeduted in two steps 

. Weekly optimization 

. Daily optimization
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Based upon the computer assisted short term forecast the unit 

commitment of the whole (or the remaining) week is optimized with 

time steps of four hours. It is the main goal of the weekly 

optnnization to deal with the start>up and shut-down decisions of 

thermal plants taking into account the different load patterns of 

the days, the weekend influence of the water reserroirs and the 

fuel restrictions. The results are global unit commitment, storage 

management and fuel management schedules. The uncertainty in the 

weekly forecast justifies the roug^ time disretlsation.

Embedded in the weekly optimization the dally optimization is 

calculated on a 46 time step basis in order to get smooth schedules 

for the components of the energy system. The boundary constraints 

for the daily models are automatically transferred from the weekly 

model into the daily one.

In addition the solution of the weekly model is used as a starting- 

solution for the daily optimization.

Mathematical models

The mathematical model of the energy system is automatically 

generated by an universally applicable matrix generator.

A mathematical representation of the model system will be given 

(although somewhat simplified for the sake of clarity).

Results

Experiences with this system will be shown based upon different 

example problems bf the STEWEAG power system. This syetiim has a very 

complex nature because nearly all types of plants are present. The 

energy generation is characterized by a strong hydro generating 

contribution, a relatively complex interchange contract and 

combined thermal power plants for electric power and heating power 

generation.

/l/ P.G. HARHAMMER Optimization of large scale MIP models 

Operation planning of energy systems

Mailing address:

STEWEAG

Dipl.-Ing. Alois SCHADLER 

Leonhardgiirtel 1Ö 

A-8011 GRAZ - AUSTRIA 

Tel.I 0045/316/587-?285
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Abstract

Optimal Energy Management

Alois Schadler Peter G. Harhainmer

AUSTRIA

This report presents the result of a joint development 

in Austria to optimally allocate the resources (primary 

energy, contracted secondary energy) for the operation 

of a given energy system. Single line based energy sys

tems (electricity, district heating, steam) and complex 

mutually coupled ones (cross-operation of public energy 

systems, industrial energy households) can be talcen 

into account considering a planning period of a day or 

a week in advance or a week combined with an underlying 

day respectively. The program is enduser oriented and 

is operated menue driven in an VM/CMS environment.

The program package consists of four modules. The first 

one covers the menue driven input of system and opera

tion data. The second module (matrix generator) trans

forms the given data via the mathematical MIP model 

into the input data stream of the standard optimization 

program (MPSX/370 with MIP/370 extension) being the 

third module. The fourth module presents graphically

F A l / 2 0 / 1
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and numerically the optimization results via colour 

displays or colour printers respectively.

High attention was given to a relative simple mathemat

ical model of the highly non-linear energy process to 

obtain both practice acceptable results and short exe

cution times for the optimization run. Special measures 

(starting solutions, heuristic preoptimization, system 

analysis techniques) combined with the standard opti

mization program decreased the execution time by 77 % 

to 7,24 minutes (IBM System 3033) for a very complex 

dynamic model (48 time steps) with a matrix of 4000 by 

9000 (including 1000 integer variables). Some 50 % of 

CPU-time could be saved when running the hierarchical 

model system (wee)c with one underlying day) .

Some percent savings in operation costs can be expected 

by optimally allocating the necessary resources (primary 

energy, contracted secondary energy) when applying the 

program package "Optimal Energy Management" to plan the 

operation of public or industrial energy systems.

Dipl.-Ing. Alois Schadler 

STEWEAG Graz

Prof. Dr. Peter G. Harhammer 

IBM österreich

Leonhardgürtel 10 

A-8011 Graz, Austria

Obere DonaustraBe 95 

A-1020 Wien, Austria

FAl/20/2
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DMlgn. analysis and Implementation of theimodynamically 
Botivated simulation for optimization of subgraphs

Christina Schiemangk

Abstract

A general principle was elaborated to apply thermodynamically 

■otivated strategies on NP-complete subgraph optimization problems 

with given placing requirements for subsets of vertices. Such 

problems arise for example in the area of automation equipment, 
integrated circuit and computer network layout where wiring prob

lems are important. The thermodynamically motivated strategy is 

a stochastic optimization algorithm by simulated annealing of 

ideal gases. For fixed temperature T it is a finite homogeneous 

Markov chain, which converges to the Boltzmann distribution under 
certain assumption. It is proved, that the sequence of Boltzmann 

distributions for T — w O  converges to all optimal solutions 

equally distributed and all other feasible solutions are reached 

with probability 0. Beside, some remarks on the speed of conver
gence are given.

An interactiv FORTRAN programé - package for solving the Steiner 

Tree Problem and the optimization of interacting paths systems 

with help of thermodynamically motivated simulation was developed. 

Computing results for graphs up to 600 vertices are presented 

Including a comparison with a Greedy algorithm.

Academy of Sciences of the GDR

Central Institute of Cybernetics 
E in d  Information Processes

DDR-1086 Berlin, Kurstr. 33
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iClaus Schittkowskl

MATHEMATICAL PROGRAMMING SOFTWARE 

- Abstract -

The development of efficient and reliable algorithms for sol
ving practical optimization problems was one of the main research 
areas of the last 20 years in mathematical programming. In the 
present situation a significant amount of numerical experience and 
knowledge on the performance of computer programs is available, in 
particular in linear programming, quadratic programming, least 
squares optimization, and smooth nonlinear optimization. Only in 
linear programming, we observe major additional attempts to 
facilitate model building, program execution and report writing 
for those who have to solve practical application problems. But 
based on the previous comment, we have to be aware that also in 
other areas, mathematical programming codes will be in the hands 
of non-specialists or occasional users, who have difficulties (or 
do not possess the time) to find a suitable algorithm, to trans
form the problem into the required form, to understand the 
documentation and to execute the FORTRAN code.

The intention of the lecture is to present a few ideas on 
principal approaches and to give some information on a specific 
system with the name NLPSYS, that supports model building, 
numerical solution and data processing of nonlinear programming 
problems, i.e. of problems in the form

minimize 
subject to

f(x)
gj (x) » 0 . # 1
gj(x) ^ 0 , j=i+i, . . . ,m
V < - X ^ *u

where x is an n-dimensional vector and where all problem functions 
are continuously differentiable. In the remainder of this 
abstract, only some information on NLPSYS will be given to 
understand the underlying idea by means of an example.

Various options are available in NLPSYS to facilitate the 
formulation of problem functions. The objective function e.g. may 
be a linear or quadratic function, a linear or nonlinear least 
squares function, a parameter estimation function, a sum of 
functions or a general function without a structure that could be 
exploited. Only the problem relevant data need to be provided by a 
user in an interactive way. Functions must be defined by sequences 
of FORTRAN statements adressing a numerical value to a user-provi
ded function name. All generated problems are stored in form of a 
data base system, so that they are easily retrieved, modified, or 
deleted on request. NLPSYS selects a suitable mathematical 
algorithm and writes a complete FORTRAN source program. The system 
executes this program and stores the numerical results in the data 
base, so that they are available for further processing. Since
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individual names for functions and variables can be provided by a 
user/ it is possible to get a problem dependable output of the 
achieved solution.

The user has the option to choose between two solution levels. 
The standard level will execute a sequential quadratic programming 
algorithm or a suitable variant to take advantage of special 
problem structures. If this method fails or if a suitable starting 
point is not available, a user could proceed to another solution 
level which is based on an implementation of the ellipsoid-method.

The user will be asked whether he wants to link the generated 
FORTRAN program with some of his own files or whether he wants to 
insert additional declaration and executable statements to 
formulate the problem. Moreover it is possible to provide keywords 
and to define 'experience fields’, so that the system is capable 
to learn from previous solution ways. A failure analysis explains 
some reasons for possible false terminations and proposes remedies 
to overcome numerical difficulties.

All actions of NLPSYS are controlled by commands which are 
displayed in form of menues. Step by step the user will be 
informed how to supply new data. Whenever problem data are genera
ted or altered, the corresponding information will be saved on a 
user-provided file. Besides commands to generate, solve or edit a 
problem, there are others to transfer data from one problem to 
another, to delete a problem, to sort problems, to update the 
known experience, to get a report on problem or solution data, to 
halt the system and to get some information on the system, the 
mathematical models and the available algorithms.

NLPSYS should be considered as an example for constructing a 
possible model building system. The underlying ideas could be 
exploited to other areas in mathematical programming or numerical 
analysis as well.

Klaus Schittkowski 
Instltut fuer Informatik 
Universitaet Stuttgart 
Azenbergstr. 12
7.000 Stuttgart 1, Germany F.R.



A HEURISTIC ALGORITHM FOR INTEGER 

PROGRAMMING PROBLEMS 

Vassil Sgurev, Vassil Vassilev 

Bulgaria
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The algorithm discussed can be reffered to the class of the 

component algorithm of the possible integer directions. It is 

aimed at solving the following integer programming problem.

j=i

j ^ ‘̂ i* i = 1. 2,

0 =  Xj. «  dj, j = 1, 2, ---, n

Xj - integer, j = 1, 2, .... n

The coefficients of each constraint are normalized at every 

iteration of the algorithm, depending on the sign of the difference 

between the right side and the value of the left side of the respec

tive constraint for the actually considered integer point.

The possible integer direction, and step length are defined 

on the base of the normalized coefficients, so that the total un

feasibility of non-satisfied constraints were decreased, if the 

current integer point is an unfeasible solution, or the objective 
function was improved, if the current integer point is a feasible 

solution.

The objective function improvement is in fact brought to 

the decrease of the unfeasibility of a constraint, the lather being 

constructed on the base of the objective function, and its value for 

the actually found possible solution.
Any integer point can be chosen as initial, if its compo

nents satisfy the constraint O á  Xjí dj / j = 1, 2, ...,n. The algo

rithm stops when no possible integer direction can be found.

Two procedures, determining a possible integer direption 

with one or two non-zero components have been proposed. For this 

case, a theoretical analyiss of the algorithm has been performed



- 301 -

which has shown that the algorithm consists of a finite number of 

iterations. The number of the elementary (basic) operations at worst 

is limited by a third degree polynomial, multiplied by the parame

ter, determined from the initial unfeasibility and the optimal 

value of the objective function. The program realization has been 

run on an EC-1033 computer. 14 test-examples of low and middle di

mension (up to 100 variables and constraints), found in the litera

ture, have been used. A comparative analysis with the results, ob

tained on the same computer by means of the well-known program 

realizations of two exact and two approximate algorithms, has been 

carried out.

The program realization of the algorithm takes up compara

tively little main memory. The memory needed by the algorithm when 

Jworking depends on the initial matrix of constraints only, 

j Besides, the algorithm is very fast and precise enough in

Hhe obtained sulutions. Because of that, it has been included in 

the software of a microcomputer system for industrial transport 

||control. The system has already practical implementation.

IP

(institute of Industrial Cybernetics and Robotics, 

"Acad.G.Bonchev" str. , bl.2, Sofia 1113, Bulgaria



qUADEATIC BOOLEAN PROBLEMS AND LOVÁSZ BOUNDS

Naua Z. Shor, Sergej I. Stecenko

USSR

Quadratic Boolean problems are the natural generalization of

linear Boolean problems. They are defined accordingly by

m in. IC<, ( x )  ( 1 )
c ̂

subject to X  £ t

- 302 -

K, (x )  Í  0  ; L=
C=)

(2)
Xj.e {o, i }  ; j =  <7^, O)

where are quadratic functions of X =  (X,^Xj,

The problem (1) - (3) la -complete in general case.

Branch and bound methods can be used in order to obtain an exact 

solution. A new technique of evaluating bounds is suggested. 

Booleaty of variables can be replaced by a constraint

X:  -  X ;  = 0  : (3')~j -̂ j ~ , J
Let (ru-m) -dimensional vector

of dual variables. The Lagrange function of (l) - (3') is defined
m n _

as L ( x , w ) =  K ^ ( x)+lu^  ̂ c (x) +  S ’ X j  =
L-1 jz1 J

= ( x; +  i ( X ^  u),

where the elements of are linear in U. , and

u.) is linear in X  and U . The dual bound is 

defined as follows; (^u) - L(^X,u),

u t  U*

vihere u iU .j la nonnegative matrlxj- , is the

subspace of (n+m.) -dimensional space, cut by the constraints 

LLl'^0 for L , corresponding to inequalities in (2).

Dual bounds (4) look like famous Lovász bounds. That is why
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it is quite natural to ask if the dual bounds equal Lovasa bounds 

fór the maximum stable set problem.

Let C(V, E)be a graph where Y  is the vertex set, E is

the edge set of G and V =  '̂ 1 } ’ B°°l®an variable

corresponds to every vertex V. of G  . Then the maximum stable 

set problem can be rewritten as the quadratic Boolean problem

„< ( G )  = moor 2  X ;  (5)
X  i=i

subject to

X, ■ Xj = 0  ; (VI ,Uj}.€ E , (6)

- Xi - O ’ i= 7 7 ^. C7)

The proof of equality between Lovasa bounds and dual bounds 

for the maximum stable set problem is given in the report.

Let us consider additional constraints

X, • Xj » 0 ; 6 E. (8)

Then the dual bound of problem (5) - (8) equals the more precise 

bound of McEllece, Rodemich, Eumsey,

Adding of quadratic (linear) constraints easily matches the 

scheme of dual bounds computation.

Thus dual bounds represent generalization of Lovasa bounds 

for a wide class of combinatorial problems.

V.M. Glushkov Institute of Cybernetics 

Academy of Sciences of the Ukrainian SSE 

Kiev, USSR



- 30 4 -

A QUASI-SUBGRAOIEHT SCHEME 
FOR CALCULATING SURROGATE CONSTRAINTS

Daroslaw Slkorskl 

Po land

The quaai-aubgradlant as a notion substituting for the 

well known subgradient In the class of quaslconvex functions 

eaerged from a duality theory presented In [3]. Its definition 

uses a certain quasiconjugate which le somewhat similar to 

the conjugate of a  convex function. In terms of supporting 

functionals the quael-subgradlent corresponds to a level set 

while subgradlent concerns the epigraph sat of a function.

. This Is determined by the fact that epigraphs are not 

necessarily convsx for quaslconvex functions while level eats 

are.

The surrogate constraint duality In the form presented 

In or [13 leads to a constrained maximization problem 

with a quasiconcave objective function. It may be considered, 

from the operative point of view,as a rather difficult problem 

for It Involves an objective function which may be discontinu

ous.

It Is the aim of this paper to show that such a problem 

can be solved with algorithms based on a general recursive 

schema modeled after Uuasl-subgradients are used as main

search directions and additional directions are defined to 

seek feasible surrogate multipliers when the maximization 

process yields Infeasible ones. A support vector of a given 

constraint function with respect to the nonnegative orthant

Is proposed to serve In that case. The main convergence



result is proved for the general formulation so it remains 

valid for any algorithm modeled after the described scheme.

Two quasi-subgradient algorithms for solving the surrogate 

dual program are presented for example as particular versions, 

of the scheme. One was described in Q13 while another is 

a new proposal. Both are endowed with a new effective stop 

test and their convergence is assured by the main theorem.

Finally these ttvo algorithms are compared experimentally 

with several Integer test problems. All teat problems have 

nonlinear separable objective functions and linear Inequality 

constraints generated randomly.

Taking all presented results into account, we find some 

algorithms based on the presented scheme useful for solving 

surrogate dual programs in practice. Since the surrogate dual 

offers a tighter bound than the Lagrangoan dual on the primal 

optimal value this gives opportunity to improve branch-and- 

-bound methods for Integer programming problems,

i<cf oroncos :

[1] Dyer li.S,, Mathomatical Programming 19 (1980) 255-278,

[23 Greenberg H, 3, , Plorskalla W,P, , Operations Research

18 fl970) 924-939,

[3] Greenberg 11,3,, PlersUalla W,p,, Cahlers du Centre

d'ctudes de Recherche Operatlonnelle

15 fl973) 437-448,

[4] Polyak B.T,, Doklady .\kariemii Mauk GSSR 174(1967) 33-36.

-  3 0  5 -

Cystons Research Institute,

••'alish ,\cadcmy of Sciences 

k'c.velsl'.a 6, 01-4''.7 iVarszawa, Poland



-  30 6

Linear programning for electric power distribution system 

expansion plannings A dynamic expansion model for loop 

structured networks

by Alfons H. Sillaber, AUSTRIA

In urban supply areas electric power is distributed frequently 

by cable networks with a special topology connecting few 

infeeding points with a great number of transformer 

substations in a spatially restricted area. The network 

topology is characterized by the fact, that each substation is 

connected with the other nodes by exact two branches. One 

example is the loop structured or ring network, often used in 

practice by its low investment costs and the clear operation 

conditions.

The expansion planning problem of such loop structured 

networks with-the objective of minimum capitalized investment 

costs over'the planning period is related to the symmetric 

travelling-salesman problem. But there raise the following 

additional difficulties! Reasonable investment decisions in 

power distribution systems require a planning period of at 

least ten years taking into account the dynamic load 

development. Therefore a linear optimization model must 

contain several time steps each covering one or some years.

A fundamental problem is the concavity of the continuously 

expanded cost function for the simultaneous erection of 

several cable lines in the same trench similar to the 

fixed-cost transportation problem. A new additional load node 

is often supplied by cutting an existing cable and joining the 

ends to the new substation. Therefore the topological 

structure of the citizen street network must be modelled too, 

which enlarges considerably the number of variables and 

constraints.

The solution method i i based on time d i sere*: i zat i on and the 

application of a largs linear optimization model av::iding as 

far as possible integer variables for modelling discrete 

investment decisions. This is achieved by the special 

property of transportation problems, that basic; solutions are 

pure integer under special conditions. This method
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i

presupposes first of all a •ophieticats^S oonstrslnt spstsn to 

prsvaat ths dagsnsratlon of the optlnal solution. The 

olassioal systen of restrictions defines generally upper 

bounds for the number of branches within all subsets of nodes 

up to a certain else. But in this new approach to be 

presented constraints for minimal flows within selected groups 

of nodes are used. la contrast to the classical method the 

number of this constraints does not grow exponentially but 

only guadraticaliy with the overall number of nodes.

A second problem is an adequate formulation for the 

transportation capacity of the cables. IMic usual constraints 

for mixed problems would destroy the Integrity of the decision 

variables in the optimal solution and thus they cannot be 

applied here. It is necessary to use a separate flow for each 

demand node in connexion with suitable flow restrictions.

Last but not least the non-oonvex transportation cost function 

caused by the multiple use of the same cable trench must be 

included in the continuous linear model.

Powerful standard software <IBM/MPSX 370) is used in search of 

an optimal solution for the described problem. A FORTRAN 

coded matrix generator has been established, which enables 

planning engineers in power utilities to apply this 

optimisation model for many variants of practical problems in 

this field. Characteristic upper bounds for the model size 

implied by computing time are about 50 substations, ISO street 

crossings and three time steps. A practical example 

demonstrates the application of the presented planning method.

So far there fiave been published only beurlstlc procedures for 

static problems of practical size. The presented model is the 

first dynamio expansion model for loop structured power 

distribution networks in urban supply areas. It is hoped that 

In future such optimization methods will be widely accepted as 

ssefui tools for power engineers.

AVTHOR: Alfons Sillaber; A-S020 Innsbruck, Gumppstra(3s 7
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PORCBD IJíTüGRO DIFFERENTIAL MODELS WITH DELAYS

Claudia Lidia Simionesou 

R.S.Romania

The aim of the paper is the study of an optimal control 

problem for a Valterra integro-differential system with 

delays which modeles the competition between two species. 

In fact let consider the forced prey-predator model with 

response delay to resourse limitations:

N((t)=[bi-ai2N2-(bi/o) j  Nj^(S)k^( t-í)dá J N^(t)+u^

t

N2(t)=[-b2+a2;̂  N̂ĵ (á)k2(t-5)dáJ N2(t) + U2

(n

where a^2i®21’^l’^2’° '■ kernels kĵ ( t )=T^“̂ texp(-t/T^)^

Tj^> 0 , k 2 (t)=T2 ^exp(-t/T2 ), T2>0 ,Nĵ = number of prey ̂

N 2 = number of predators, nj^,U2 = the rates at which 

prey and predators are released. The system has a positive

equilibrium e^= b2/a2i , 6 2 = b^(c-b2/a=2i)/cei2 provided

and one knows that at least for some ranges

of parameter values , the equilibriiun is stable.

Usually one desires a biological equilibrium, which suggests 

to take as target set P(e^,e2 ), e^=Kj^(T), e2=K2(T), T -

specified or not, or being asked minimal.

Let take as performance index the functional

J(V’i ,V2.u ^,U2)= c^(T-t^) + J 1 /H j(T) - c J  ^ +

+ + c-jU^Ct) + c^N^(t)^ dt

ivhere ^j^(t)= N^(t) , i= l,? , 1 1' -  v/hich meono

t h h t  on the intrrvHl [ | the populotions cun be ob-
;:r-rv'"'] , belnf; thu /■< . uTtr- of moofiuTtM'ntr pno

u r o  r o ü l  n o r m e ^ H t iv e  c on Ht nr t t i ’ .



Denote by - the set of admdsslble Initial functloas 

If V2 ) and the set of admissible controls

We state the following:

Optimization Problem : If the state Is given by the so

lution of system (1) , find an admissible policy ■( V’.u | ^  

if’iUad > such that the control u transferee the Initial

state target Piej^.Sj) and minimizes the

performance Index (2).

Regarding the existence of such an optimál policy one can 
apply an extension of a theorem due to Neustadt.

In order to determine It , we approximate system (1) by 

Its linearization about the equilibrium and construct the 

optimal policy for the new optimization problem by means 

of certain necessary conditions using dynamic programming 

techniques.

The results are suitable to be applied to various biolo

gical problems regarding harvested populations.

-  3 0 9  -
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I Z i r  Á P n O iC H  TO t h e  t r a v e l i h o  s a l e s i u n  p r o b l e m

E w a S k n b a l s k a - B a f a j i w w l c s  

P a l a a d

l a  s p i t e  a f  e x i s t e n c e  e f  m an y  d i f f e r e n t  a l g e r l t h a a  f é r  

t h e  t r a y e l l n g  a a l e s a a n  p r e b l e a  ( T S P ) , I t s  s e l u t l e a  r e a a l n s  

a  d i f f i c u l t  t a s k .  P e r  t h i s  r e a s e n  t h e  a l n  e f  t h i s  p a p e r  i s  t e  

p r e p e s e  a  n ew  m a t h e m a t i c a l  f e r m u l a t l e n  f e r  t h e  t i m e - d e p e n d e n t  

t r a r e l l n g  s a l e s m a n  p r o b l e m  (ID T S P ) .  T h e  I d e a  o f  t h e  p r o p o s e d  

f e r m u l a t l e n  I s  t e  I n t r o d u c e  n ew  T s r l a b l e e ,  w h i c h  a l l o w  t e  r e 

f o r m u l a t e  T llT SF  a s  t h e  k n o w n  p r o b l e m  e f  m in im u m  c o s t  f l e w  l a  

a  g a l a  n e t w o r k  a n d  w i t h  a d d i t i o n a l  c o n s t r a i n t s  e n  y a r i a b l e s  

t s  b e  I n t e g e r .  S u c h  r e f o r m u l a t i o n  c a n  l e a d  t o  n ew  a l g o r i t h m s  

b a s e d  e n  t h e  b r a n c h  a n d  b o u n d  s c h e m e .  I n  p a r t i c u l a r ,  a  new  

a e t h e d  f e r  c a l c u l a t i o n  o f  l o w e r  b o u n d s  c a n  b e  c o n s t r u c t e d  by  

s o l T l n g  t h e  r e f o r m u l a t e d  p r o b l e m  w i t h  r e a l  v a l u e d  v a r i a b l e s .

M o re  p r e c i s e l y ,  t h e  p r o p o s e d  f o r m u l a t i o n  o f  TDTSF I s  

a s  f o l l o w s :

. n - 1^ “ o o  t  t
m i n i m i s e  2 . j . , c , ^ x , j  + 2  Z  Z  j . - ,  ° 13' * l í  *

n

- 2

s u b j e c t  t o

(1)

3-1 ®3n+l'*3n+1

**3
m 1 12)

' I ,M3 3 -1 .2 .........n (3)

,i»<d ■
-t+1 + y  “  jt+1 

* ^ k = i , M 3  *3k. 1e2pa««f D*2
J*1f2yoootn

(4)

^ i ! i ■ ^3“+ l ’
f 2 1. • • pXi (5)
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T  “
d

X >0,

t>Q,

1, 3-1.2.... n

X Integer 

i Integer

(6)

Í7)

(8).

where x^^ is a decision variahle, which equals te 1 if the 

salesaaa trarels fran i-th city ts j-th one at t-th stage sf

his tsur and 0 stharwlse j while c
id

is the associated cast.

la the above, is also a decislan variable, which equals 1 

when i-th city is visited at t-th stage of the tour and 0 other

wise.

It can be shown that the problem (1) - (s) is equivalent 

to the known TDTSP formulation ( see [1̂  ) , The above problem, 

without integrality constraints, gives convenient lower bound 

which caa bo used in branch and bound algorithms. Let us note 

that this relaxation can be intuitively Interpreted as a csl- 

lectlen ef rentes passing through n cities. In every route 

a certain weight f^ is attached te each city in such a way 

that (6) holds.

Numerical Investlgatlsns of an algorithm based on the 

above ideas are in progress.

J.C. Picard, M, Queyranne, " The Time-Dependent Traveling 

Salesman Problem and Its Application to the Tardiness 

Problem in One-Machine Scheduling", Oper. Res. vol. 26, 

(1978) p. 86-110.
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ON A CLASS OF MJLTICRITERIA OPTIMAL COOTROL mOBLEMS

Andrzej H. Skullmowskl 

Kraków, Poland

This paper presents an approach to solving a class of multicri

teria optimal control problems. Specifically, a closed and convex val

ued multifunction will define certain preference structure in the goal 

space of a dynamical vector minimum problem. These preferences are in 

compliance with eű.1 additional information used for selecting a con

trol from the set of nondominated controls.

In the first part of the paper we recall some earlier results 

(cf.Skullmowskl ^ 2 3 ) concerning the use of a closed reference set Q.

It has been ptnved that, under assumptions similar to those in the 

classical distance-minimization, the solutions obtained while minimi

zing the distance from the set Q are nondominated.

The above concept has demonstrated its usefulness in analysis of 

numerous vector optimization problems. However, it may turn out to be 

insufficient for solving some types of dynamic problems, for instance 

in optimizing dynamical systems with open or uncertain time of termi

nation. Considering such a vector optimization problem with a preferen

ce structure of the minimal distance type leads us to Introduce the 

multifunction F describing the demand set of vector-objective values 

for each moment of possible termination of the process.

The more precise statement of the problem may be presented as 

follows. The subordinated system described by the controlled ordi

nary differential equation on the interval Qt|^,T3 minimizes the set 

of scalar-valued objectives J(u, r)= (J^(u, r) ,... Jj^(u,r)), while u is 

a control for r belonging to Q ^ , t3, t^ét^^T. The criteria 

are absolutely continuous functions of r. Next, it is assumed that the] 

system is not autonomous, in the sense that it must follow certain Í
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demands Imposed by a superior decision center S2 « This additional ii 

formation about preferences takes the form of a requirement, namely 

that the values of J(u,t) belong to the set F(t) for t ^ é t é T ,  when 

F Is a Llpschltz-contlnuous multivalued function with values In the 

family of closed and convex subsets of the goal space.

In the appUoatlons of the above dynamical decisional model th( 

constraints defining F(t) may be Implied for Instance, by cost, enei 

technology or social limitations.

Posing demands F(t) it is not always possible to foresee if the 

does exist at least one t belonging to the interval such that

J(u,t) is an element of F(t) for a nondomlnated control u. When the 

superior center demands cannot be fulfilled for all t, it is necesss 

to regularize the problem in a way which would allow their m

imal /in some sense/ satisfaction. In this case, auxiliary Integral 

objectives applying the distance in the goal space may be introduced 

We prove several theorems which warrant that the solution methods pr 

posed are well-defined. We also give a characterization of the situ

ation when the goals of systems and $ 2  are conflicting.

Some applications of the methods described are presented in the 

final part of the paper.
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OPTIMIZATION ffiOBLEMS WITH RANDOM OBJECTIVE FUNCTION

Andrzej M. Skulimowskl 

Kraków, Poland

We consider the following optimization problem

( F, R). (1)

where F is an upper semi-continuous function defined on a Banach 

space U with scalar values and V is an element of a family S of 

closed, convex and totally bounded domaines of optimization contained 

in U. We assume that there is a probability distribution p in the 

space of IR -valued upper semi-continuous functions on U and that F, 

depends on the p-random factor -7 . There also exists a quasi-measure 

V defined on the smallest algebra of subsets of U containing S.

S and V  form the additional information structure which will 

be applied to the analysis of the problem (1). We present some exam

ples of such structures and give their further properties. Then we 

recall the ideal point method for solving the problem (1 ), i.e. the

method of finding V such that

-^Kp t ^  = = : “ t v } ] ’’ dp (2)opt £,

is minimal for given r^l. We propose some methods of applying the 

structure (S,v) to solve the problem (1 ), e.g. by minimizing the 

generalized functional

J^( V,u,r ) : = (]p (v (v; , Jl^f (u) - inf -[ f (v) : v fe v}J dp) (3)|

We assume that ^  is a continuous real function, r^l, and u t V.

Thus the problem (I) may be transformed into a problem of finding 

the optimal pair (’̂ opt»'^opt^ with u^p^ e '̂ gp̂ . We prove several exist'^ 

ence theorems and point out the connections with vector optlmizatlonJ| 

In particular, we investigate the interdependence between the set
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^opt non-domlnated solutions to the problem (l)

with the set of criteria being the support of the probability distri

bution p. We also study the dynamic case with random termination time 

and a time-parametrized family of random objective functions described 

by certain E-valued stochastic process $  .

Next, we consider the problem ‘(I) with random domalne of optl- 

; Blzatlon V assuming that a probability distribution P on the fasdly 

S is given. We assume that the distributions p and P fulfil conditions 

«ftiich makes possible their uniform treatment according to the hitherto 

l|presented methods.

Examples of applications of the proposed methods are shown in
i
the final part of the paper, one of them referring to the 4rell-known 

jet propulsion design problem.

Institute of Control, Systems Engineering and Telecommunications

University of Mining and Matellurgy

al. Mickiewicza 30, 30059,Kraków, Poland
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MODELLING THE DECISION MAKER'S ASPIRATIONS 

IN MULTICRITERIA ANALYSIS

Andrzej M. Skulimowskl, iJalgorzata Wigoek 

Poland

Multifarious methods solving multiobjactive optimization 

problems require some knowledge about a system taken under 

consideration and usually base on a certain preferejtce struc

ture introduced in the objective space. The nature of addi

tional information while solving real-life multicriteria prob

lems brings about that appropriate modelling and formulation 

of tbe decision maker's /DM's / demands and aspirations are of 

great importaince to the' adequacy of the solution selecting 

procedures.

This paper presents an application of aspiration levels 

/AL-s/ to the problem of selecting a satisficing solution in 

the process of multioriteria decision making. The assumed i 

preference structure for solving the multicriteria optimiza

tion problem implies making use of DM's AL-s, the idea which ■ 

has been studied e.g. by Wierzbicki, Górecki and others. Each 

AL is a point in the objective space which represents desired 

values of criteria. Resides of the desired values, in this 

paper we also consider antipodal Alr-a /or "forbidden levels"/, 

achievement of which may be regarded as the DM's failure,

AL-s as well as forbidden ones come as results of ex

perts' judgments Involved in decision making. We assume that 

each forbidden level is dominated by at least one attainable

Institute of Control and Systems Engineering 

University of Mining and Metallurgy 

al.i.'iickiei.-ic;:a 30, 30-059 Kraków, Poland
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point while each desired point dominates at least one nondomi- 

nated attainable point.

Evaluations of the experts are assumed to be Independent 

and indifferent from the DU's point of view. The separate con

sideration of each level with any solution choice method would 

lead to specifying a set of non-comparable results, each of 

them being evaluated by making use of only a part of eű.1 the 

information available. In order to apply the information coming 

from all the experts, in an aggregated form, appropriate for 

solution choice methods, we propose to consider all desired 

levels as well as forbidden ones Jointly. The sets thus obtain

ed will be denoted and respectively. A few aggrega

tion methods of constructing A^ and A^ considering the in

dividual expert Judgments are also given and discussed.

Thus we here come to the model of the DM's preference con

sisting of the /possibly fuzzy/ sets A^ emd A^, and two se- 

minoim-like functions and gj model]ing the DM's wish to

reach the set A^ and to avoid A^, respectively.

To select a solution, taking into account all above prefer

ence elements, we use the following procedure :

First we find the set D which contains all solutions 

nondominated in the sense of the functions g^ and g^. Then 

we confine our search to the intersection of D and of the set 

of nondominated points P^. This intersection is called D^. 

Finally, we apply a generalization of the skeleton set method 

in order to select the only solution.

It may be proved that the solution thus obtained maximizes 

an utility function which con be interpreted as the character

istic function of a certain fuzzy set generated by A^, A^, g^ 

and g ,̂. Je also prove a sensitivity property of this solution.
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EXTENDED QUADRATIC AND EXTENDED CONIC FUNCTIONS 

IN OPTIMIZATION

Frldrisk Slvkoda 

Czeakoal*Takla

Tke paper dascrlhas aoae raeent results on the area oi un

constrained nlnlmization

■IB f(x) . f(x'̂ ) , f: Rn-*Ri 

where x'*' Is the optlaal solution.

Theory of A-orthogonallty, where A Is a synuetrlc, positi

ve definite n z a  matrix, has made possible to develop attrac

tive altorlthms for solvlnf linear algebraic systems, eigenva

lue and optimization problems. Several conjugate direction 

ali^orlthms were proposed for minimization of a quadratic 

function

F - 1/2 (Ax,x) - (b,x)

later for an extended quadratic function til 

f - h(F(x))

where h:R^— and FtR^^— » Rĵ  is a strictly convex quadra

tic function. Recently conjugate direction algorithms have 

been suggested for minimization of a conic function t2,33

f - P(x)/lfx)

where liR^R^^ is a linear function. A generalization of 

.. conic function was introduced in t4l . An extended conic

.nction f:H„ has the form

f . V>(F(x),l(x))
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where 'f:R2 ~* 8^ » » Rĵ  is a strictly ccnTSi qudratie

function and 1:R^— *R^ is a linear function with a constant 

(radient rector c. An conjugate direction algorithm which 

nininizes such a function has the form C43

‘i+1 Xi - .<jh^ ^ ■ 0  y X | 2 y o o O f  ll^X

where
(Ahj^.hj) m 0 iAj<n 

and f is the gradient rector of f and 

(hj,c) • 0 i<n-l ,

In this paper it is shown that the ahore mentioned theory can 

be applied on minimization of a extended conic function

f - ■f(h(P(x)).l(x)) .

Putther a conjugate gradient algorithm for minimization of 

a conic function and an extended conic function in the form

f - h(F)/l^

where h:Rj^-»Rj^ will be described.

(j-l Sloboda,F. : A generalized conjugate gradient algorithm 

for minimization. Num. Math. 35, 223-230 (1980).

[2l Daridon, W.C.: Conic approximations and colllnear sca

lings for optimizers. SIAM J.Num.Anal. 17,268-281 (1980).

[.31 Courgeon.H., Nocedal,J.: A conic algorithm for optimiza
tion. Report (I9 8 O).

[4 ] LuJcSaui, L. : Conjugate gradient algorithms for conic fun
ctions . Report (1983).

Dr.Pridrich SloLoda.JSc.
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ON EXISTENCS OF ASSIGNUENTS 

IN ZERO-ONE MATRICES

 ̂ Leon SIomlAskl 

POLAND

Let us consider an n x n, zero-one matrix A, and let us

denotei a.

and p a

^  for all j; a^
■ij*

for all i.

i. j
^ij* assume there is no zero row or column

in the matrix A, Some sufficient conditions for existing of 

assignment in an matrix, of cost Ofp), are given.

The conditions we have proved are:

- aj^/ a^^, for all for all ij^/i^Jj

- a^^ fn/2~l for all i, and ar̂ \n/2~l for all J.

We have also proved that there is no assignment, if the 

cardinality of any partial assignment, obtained by a simple 

grredy procedure, is less than ( n/2^.

The assignment problem vve have studied appears as 

a feasibility test in the threshold method applied for 

solving the bottleneck assignment problem. Known necessary 

and sufficient conditions for existing of an assignment 

require operations.

Cheaper sufficient conditions are useful in the case of 

matrices of very large dimensions*

Systems i?esearch Institute, 

Polish Academy of Sciences, 

ul. iJewelska 6, 01-447 Warsaw, 

POLAr^ü
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Differential Stability of Solutions 

to Boundary Optimal Control Problems 

for Parabolic Systems

Jan Sokolowski 

Poland

Abstract

The paper is devoted to the sensitivity analysis of constrained 

optimal control problems for parabolic systems with respect to 

the deformations of the domain of integration. The new results 

obtained for convex, boundary optimal control problems with con

straints on control are presented.

The state equation for the control problems considered in the 

paper is defined in the domain Q=nx(0,t) where t >0 is a 

given number and O C r”, n>2, is a given domain with smooth 

boundary 3ÍÍ. An example of such a control problem can be formu

lated in the following way:

Problem (P^):

minimize the cost functional

J(u) =-i /(y(u;x,t)-z,(x,t))^dQ+ 1  / ! (u(x, t)) ̂ drdt
Q o 3!l

subject to constraints

0su(x,t)£M, for a.a. (x,t)€3ilx(0,T)

2
where a >0, M are given numbers, 2^ € L (Q) is a given element 

and y=y(u;.,.) satisfies the state equation:

■|^(u;x,t) -Ay(u;x,t^ = 0 d t

y(u;x,t) -u(x,t)

in Q

or D Í2 X (0 , T)
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y(u;x,0> = y„(x) in ÍJ

here y^C*) (íO is a given, element.

We assume that there is given a family of deformations !Ĵ = 

T^(!J)c r ”, ee[o,ó), 6>0, of the domain ij, defined [2"1 by a 

vector field V(.,.) € C^([0,6); C^(r";r")). We introduce a fa- 

mily of optimal control problems (P^)/ e€ [0,6) for which the 

state equation is defined in Q̂ =íí  ̂x (0, t ). We denote by a

unique optimal control for the problem (P ). We prove that the 

2
element L (3n^x(0,x)) is differentiable, in the appropria

te way, with respect to the parameter e, at e~0^. Actually we

prove the existence of the so-called material derivative

. 2 2
u € L  Onx(0,x)) and Lagrange derivative u'e L (3nx(0,x)) of

2
the optimal control L (3iix(0,x)) for problem (P^) in the

direction of a vector field V(.,.). We show that the elements 

u, u' are given by a unique solutions of the auxiliary control 

problems for parabolic systems. Related results for the ellip

tic systems are given in [2].
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Shape sensitivity analysis of a problem of 

elastic-plastic torsion of convex cylindrical bars

Jan Sokolowski 

Poland

and Jean-Paul Zoleslo 

France

Abstract

The paper is devoted to the sensitivity analysis of solutions to 

a variational inequality arising in the field of optimal design 

of cylindrical bars. We present the new results on shape sensiti

vity analysis for the variational inequality. The method exploi

ted in the paper is similar to that which has been used for shape 

sensitivity analysis of elastic structures, e.g. [l]■

We consider the following variational inequality:

ueK(i))={veH^(i!) I |vv(x)|<l a.e. in n}

f Vu.V ((|i - u)dx > / f((|)-u)dx, V((. fc K(fl)
!i £)

( 1)

2 2 2where i) c R is a given domain, f£Lj^^^(R ) is a given element.

We assume that there is given a family of deformations n^=T^(n), 

E e[0,6), of the domain n, defined by a vector field V(.,.)£ 

C^([0,S); C^(R^;R^)). We denote by u^eK(t)^) a unique solution 

to the variational inequality (1) defined in the domain i!̂ .

We prove that there exists the Euler derivative:

• ^ ̂
u = lim (u o T -u )/e

.A c e oe +0
HÍ(fi)

in the direction of a vector field V( . ,. ). The element u € 

is given by a unique solution of an auxiliary variational inequa

lity. Furthermore we show that there exists the Lagrange deriva

tive u'eH^(fi) of the solution to (1) in the direction of a
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vector field V(.,.), which depends actually on the normal com

ponent on 8f! of the vector field V(0,.). We derive the form of 

the directional derivative of an arbitrary integral functional 

depending on the solution of problem (1), in the direction of a 

vector field V(.,.).
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ANALYSIS OF THE COMPLEXITY AND ROBUSTNESS OF SOME NEW, 

GLOBAL ALGORITHMS FOR CONVEX PROGRAMMING

György Sonnevend, Hungary

We propose and compare some new algorithms for solving the 

convex programming problem (of approximating - Within prescribed 

accuracy e - the value of)

f; := InfCfo(x)If^(x) S 0, 1-1,...,m,ex r"), ( 1)

where the functions f̂ ,̂ 1=0,...,m are assumed (If not stated 

otherwise) to be convex only. Besides of Its Independent Interest, 

this problem Is Important when we try to "globalize" the 

convergence of locally fast, say, second order methods devised 

for similar but more smooth problems: e.g. the author has shown 

(1984, In a forthcoming IIASA publication) that a modified, 

"graph" ellipsoid method can be used - Instead of line searches - 

to globalize a second order method,achieving thus a global 

convergence rate depending only on n but not on the ocndltlonlng 

(or Llpschltz constant) of the Hesse matrixes. Herevre prepose a 

new Imbedding, l.e. contlmatlon method for globalization 

(especially suited for the "smooth" case).

We assume that - at each point x (or "step" of tiie algarltlm)- 

the value and one of the subgradients of (at least one of) the

functions f̂ ,̂ 1=0,__,m can be computed within a specified

accuracy e „. The proposed methods can be regarded broadly as 

recursive algorithms for approximating - by ellipsoids - the 

set of possible mlnlmumpolnts x* (or mlnlmumpalrs (x*,f*)) 

ccanpatlble with the Information gained at the previous steps, 

thus they yield more than just approximations of (x^fj).

These approximations are constructed - for several classes 

of problems (1) - to meet (l.e. be globally "optimal" with 

respect to) various crlterlar minimize the naiiber of arithmetical 

operations and (or) function (subgradient) evaluations needed 

to reduce the uncertainty In the value of f* by a fixed factor 

(say 1/2), by taking Into account memory'restrictions or re

quirements for the stability ratios Yo-^°/e ' /e,where Ei

Is the (machine) error of the elementary arithmetical operations. 

Payoff relations between these criteria will be presented 

together with corresponding, constructive upper and lower 

bounds. Special attention will be given to the two case m=0
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and fo(x)”<c,x>, fj^(x)=<a^,x>, i=1 ,... ,m, where e.g. a simple 

operation count shows that if mSconst.n*/*, then the ellipsoid 

method has a faster (globally guaranteed) convergence rate 

(per arithmetical operation) than Karmarkar's method.

A new method - recommended for the cases const. nSmSccnst. n 

and linear (or smooth) f^ - is obtained from the following 

observations, providing an affine invariant realization of an 

idea of Karmarkar (and a new look at maximum entropy spectral 

estimation). It is based on fast and robust computatlbillty 

- for an arbitrary intersection of halfspaces P - of a point 

z(P)6P, - analitically depending on the par2imeters of P, l.e. 

its defining halfspaces.

Theorem■Each, nonempty, bounded, convex polyhedron

P=P(a”',b”') :“ {xKaj^,x>sbj^, i=1,...,m, x £r ") , m>n

can be (uniquely) represented in R™ as the intersection of a 

simplex S=convex hull {a^e^^, 1=1,...,m) - where ciĵ >0, e^, 

i=1 ,. ..,m are the orthonormed basis .vectors in R*" - with a 

linear subspace L containing the center of S. In the x space 

L this center z(P) is the solution point of the following 

"convex" problem

max g(x), g(x):= II (b.-<a ,x>) 
x€P i=1

1 /m F(z) : =
“ a I ^i
i=1 b^-<a^,z> =0.

The ellipsoids of smallest (largest) volume contained in 

(containing) S, when Intersected with L yield ellipsoids 

E,(P), resp. Ea(P) with similarity ratio m contained in 

(containing)P.-

Now we can obtain the solution point x* of (1) (for the

chosen f„,...f^ assuming that it is unique) as z(P(a”’,c,b”’,fJ))=

=P(a'",c,b"',f J), i.e. as the endpoint of a regular homotopy

curve z(P(h) )=z(P(a’",c,b™(h) ,h>), fjshsh^ assuming that a

good approximation of z(P(ho)) can be computed explicitly

(e.g. when choosing b^(ho) large enough except for n Indexes
i, for which we set bj^(h)sbj^). For (h-fj) small, we should

swith to the equivalent system (which is under the usual

assumptions of strict complementarity - singularity free)

c + i a,X,=0, X . (.b (h)-(a. ,x^)eh-<c ,x>, i=1,...,m for (x*,X*).1 r 1 1 1

Special stepsize rules and update methods are devised.

Dept. Numerical Analysis, Inst, of Math., Eötvös University 
H-1088, Budapest, Muzeum krt. 6 -8 . FSép.
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STRUCTURAL OPTIMIZATION WITH RELIABILITY CONSTRAINTS

J. D. Seremen & P. ThoftOhratouen

ImCitute of Building Technology and Structural Engineering

Univenity o f Aalborg

Denmark

During the last 10 years a number of effective methods have been developed to de

termine the reliability of structural systems, e^. offshore jacket structures. The 

strength of the structural members and the loads are modelled as random variables and 

the significant failure modes are modelled as elements in a series system. The method 

used in this paper to determine the significant failure modes is the 0-unzipping method 

developed by the authors.

In classical deterministic structural optimization all variables are assumed to be deter

ministic, and the design variables are usually the cross-sectional sizes of the elements 

in the structure. The objective function is most often chosen as the cost of the struc

ture or as the weight of the structure. The constraints signify that the stresses should 

everywhere be smaller than some prescribed values and/or that the displacements 

should be smaller than some presc^bed values. Further that all cross-sectional areas are 

greater than or equal to zero.

In this paper a probabilistic structural optimization problem is formulated. The object

ive function and the design variables are the same as for the classical problem. The 

strength of the cross-sections and the loads are modelled as stochastic variables. The 

constraints are now altered so that they express that the reliability of the structure has 

to be greater than some prescribed value.

In the paper the choice of reliability constraints is discussed. The constraints can be 

rdated to the reliability of the individual elements in the structural system or they can 

be related to the reliability of the whole system. If the latter type of constraints is 

chosen then the 0-unzipping method or an equivalent method has to be used for evalu

ating the constraint.

For the above-mentioned reliability optimization problem a new optimization algo

rithm has been developed especially considering the difficulties caused by the last 

type of constraint. It is generally far too expensive to identify all the significant failure 

modes and the corresponding systems reliability at every step in an optimization algo-
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rithm. Therefore, only the most fignificant failure modaa are identified when evalu

ation of the conatraint it needed. When the deaign variable# change, alto the set of sig

nificant failure modes changes and therefore, the function describing the constraint 

corresponding to systems reliability changes, i.e. the constraint is not stationary dining 

the optimization process.

A discussion of a number of optimization methods relevant for the new optimization 

algorithm is also given in the paper.

A computer program for the proposed algorithm is developed, and some new numerical 

results are presented.

Institute of Building Technology and Structural Engineering

University of Aalborg

Sohngárdsholmsvej 57

DK-9000 Aalborg

Denmark
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ABSTRACT

IAEA'S ACTIVITIES IN ELECTRIC SYSTEM EXPANSION PLANNING

J.A . Marques de Souza 

P, Molina 

R. Schenk 

J .P .  C harpen tler

In te rn a t io n a l  Atomic Energy Agency (IAEA) 
P.O. Box 100, A-1400 Vienna, A u s tr ia

Economic assessm ents o f th e  r o le  o f n u c lea r  energy a s  p a r t  of 

developing Member S ta te s ' n a tio n a l  energy and e l e c t r i c i t y  p lanning 

a re  an im portan t p a r t  o f the  A gency's comprehensive programme In 

n u c lea r  power p lann ing  and Im plem entation. Such assessm ents invo lve 

th re e  major types of In terd ep en d en t and c lo s e ly  r e la te d  a c t i v i t i e s :  

developing m ethodologies s p e c i f i c a l ly  adapted to  developing c o u n tr ie s ;  

undertak ing  tr a in in g  co u rses on energy and n u c lea r  power p lanning 

tech n iq u es . Inc lu d in g ^th e  use of m ethodologies developed by th e  Agency; 

and carry in g  out energy and n u c lea r  power p lanning s tu d ie s  In  co

o p e ra tio n  w ith  re q u e stin g  Member S ta te s .  Close c o -o p e ra tio n  has been 

e s ta b lish e d  w ith  o th e r  I n te rn a t io n a l  o rg a n iz a tio n s , p a r t i c u la r ly  th e  

World Bank (IBRD) In  jo in t  lAEA/IBRD e l e c t r i c  power s e c to r  assessm ent 

m issions to  developing c o u n tr ie s .
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The IAEA has developed two computer models for use In energy and 

nuclear power studies. One Is the MAED (Model for Analysis of 

Electricity Demand), which Is a '’demand model" using the scenario 

simulation approach to estimate medium- and long-term demands for 

energy In a country (or a region), Including a detailed treatment of 

the electrical sector. The second model Is the WASP (Wien Automatic 

System Planning) package, which Is a system of computer programs 

using dynamic programming techniques for economic optimization In 

electric system expansion planning. This "supply model" Is 

structured In a, flexible, modular system which can treat the 

following Interactive parameters In an evaluation: load forecast 

characteristics (electric energy forecast, power generation system 

development); power plant operating and fuel costs; power plant 

capital costs; power plant technical parameters; power supply 

reliability criteria; and power generation system operation practices.

For training In energy planning, the IAEA offers three 

Interregional courses. The first course Is "Energy Planning In 

Developing Countries with Special Attention to Nuclear Energy" which 

familiarizes energy specialists In developing countries with the 

fundamental elements of comprehensive national energy planning. The 

second Is "Electricity Demand Forecasting In Nuclear Power Planning", 

which alms at Improving estimates of future electrical energy needs 

and focuses on the use of the MAED model. The third course Is on 

"Electric System Expansion Planning", also known as the WASP Course, 

which trains senior planners, electrical engineers and economists In 

the techniques of planning the expansion of electricity generation 

systems. This course emphasizes the use of the WASP model.

The IAEA, upon offleal request, also renders direct assistance 

to Member States in carrying out energy and nuclear power planning. 

The objective of these Joint studies Is to assist the Member States 

In detailed economic analyses and planning studies In order to 

determine the need for nuclear energy and Its role within their 

national energy plans.
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MONOTONE SEQUENCES OF FEASIEIE SOLUTIONS 

FOR QUADRATIC PROGRAMMING EROBIiE^iS WITH 

H-IiATRICES AND BOX CONSTRAINTS;

Andrzej Stachurski 
Poland

This paper considers algorithms for an important class of 

quadratic programming problems with a very special structure; 

The Hessian is an M-matrix and the constraints axe boxmds on 

the variables. Such problems arise after approximation of some 

elliptic■type problems with free boundary,They include various 

types of Dirichlet problems with obstacles and models of the 
Journal bearing and of the application of torsion to a bar;

Some special properties of this class of quadratic program

ming problems are presented.They form a theoretical background 

allowing to construct many algorithms. Each of them constructs 

a monotone sequence of feasible solutions starting either from 

the lower bound /the lower case/ or from the upper bound /the 

upper case/. The corresponding sequences of gradients in the 

lower case /upper case/ should have nonpositive /nonnegative/ 

components for any variable releaised in the computational pro

cess from its lower /upper/ bound. It is proved by the author 

that at each iteration the current feasible solution sa

tisfies in the lovrer case /upper case/ the following vector 

inequality x'' ^  S ^ optimal solution
of the considered problem,The third possibility is to generate 

tv/o monotone sequences of points - one starting from the lower 

bound and the second starting from the upper boiuid. It will be 

shoTO that Scarpini’s algorithm is a realization example of 

this third possibility;

Tv/o other ncv; algorithms making use of the above presented 

ideas and the pre-processing scheme of Cottle and Goheen are 
introduced. The first one starts from the lower bound on varia

bles and is the direct generalization of the Chandrasekaran*s 

algorithm /designed originally for the problems with lower 

bounds only/. The upper bounds are treated directly,In our ap

proach only the solution of one unconstrained quadratic subpro- 

hlem is required at each step. It is very attractive since the ,



Pang’s algorithm /knovm as the best one for this class of pro

blems/ needs to solve at each step a quadratic programming sub

problem with lower bounds. The number of iterations does not 

exceed the number of bounds. Our first algorithm makes use of 

the Cottle and Goheen pre—processing scheme only,at the begin

ning;
The second one generates two sequences of points /the first 

/the second/ one stairting from the lower /upper/ bound and 

makes use of Cottle and Goheen’s pre-processing scheme either 

at each iteration or after a á priori given number of steps. 

The generated sequences form consecutively tighter bounds on 

the optimal solution. The v;ay of the sequences generation is 

the mame as in the first algorithm mentioned above.

The results of numerical comparison of the introduced algo- 

rithmes and this of Pang will be also presented.
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• CLUSTERING THEORY IN THE DESIGN OF INFORMATION SYSTEMS

Larry E. Stanfel 
USA

In a typical information system design problem the system is 

eventually broken into subsystems and the designból each of these 

accomplished by a different team or group of analysts* The 

subsystems are then Joined and the system is formed.

There are two apparent effects upon the ease of the work 

which result from the way the partition is realized. The greater 

the number of interfaces with other subsystems the greater the 

effort in coordinating the design of the subsystem with the other 

design work. Also, the more homogeneous is a subsystem, the 

easier is it to be designed. Consequently an objective function 

can be expressed, and a reasonable question is how to partition 

the set of components into subsystems in a way that is best for 

the design effort.

For such a problem it is appropriate to consider deterministic 

clustering methods, since they seek to partition optimally the 

elements of a finite set. An obstacle to application of such 

methods is that they generally Involve the solution of complicated 

integer programming problems, and heuristics are usually required.

In the specific case of a hierarchical system structure, it 

has been possible to devise an algorithm for solving the problem 

exactly. The initial step is to employ a valid distance measure, 

an ultrametric, which allöws the components to be considered
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colllnear objects» a situation In which the clustering problea is 

relatively easy to solve. If W • the number of within cluster 

distances is fixed* the objective function becomes linear, so the 

idea is to solve or account for the clustering problem corresponding 

to each value of W. By utilizing Lagranglan relaxation and 

incorporating the linear W constraint into the linear objective 

function* varying the multiplier will generate all the required 

solutions. For each value of the multiplier* the clustering 

problem becomes a shortest route problem* which can be solved 

expeditiously.

It is unnecessary to solve the large number of problems for 

the range of V because the optimal objective function values form 

a sequence that is nearly unimodal. Therefore* the problem of 

interest is solved via an efficient search over the one - dimensional 

multiplier space* where each function evaluation is given by the 

solution of a shortest route problem.

Larry E. Stanfel
Dept, of Quantitative Business Analysis 
Louisiana State University 
Baton Rouge, Louisiana 70803 
USA



On Continuous Time Adaptive Impulsive Control 

ÂiXaisz Stettner 

Poland

3a$ -

Suppose ve are given a finite family of stsindard Markov (or diffusi<xi) proce- 

sses X , oteA, The real process, which we observe is X^ , where €  A is 

an unknown parameter. Basing on our observation of the process X^ , we control 

with the use of ijî ulses. This means at Markov time x we are able to shift the 

process X"^° to ^ , which is Ej measurable random variable. With such impulse
we associate the cost c(x^°)+d(^), where c,d are nonneg^tlve continuous func

tions. Also, some running cost f(x^) is incurred. Since our (^imal strategy 

depends on. o( , we estimate the unknown parameter, and then adopt the control 

to the value of our estimation. The estimator, we apply, is of the cost biased 

l̂axljnuni likelihood type, introduced first in ti]. The paper Is an attempt to 

‘̂feoeralize the discrete time case investigated in [2]. Two kinds of results are 

jproved. Namely, if € A is a Cesaro frequent point of the estimation, then 
• ̂the strategy which Is optimal for the process X^ gives the same value of the 

long run average cost functional for the true process X®^®. Moreover, for diffu- 

li(Mi processes we have the value consistency of our estimator l.e., we can find 

the adaptive strategy for which the functional is the same as in the case if ̂  
is known and we adapt the optimal strategy.

The impulsive control models are Investigated with the use of technics of [3]. 

Also, some results concerning the adaptive control of diffusion processes of 

ire applied.

[1] P. R. Kumar, A. Becker, A new family of optimal adaptive coptroUers for 

Markov chains, IEEE Trans. Automat. Contr. 1, 19Ö2, 137-1^6,

[2] 4. Stettner, Discrete time adaptive impulsive control theory, sukanitted to 

Stochastic Processes and Their Applications,

[3] 4. Stettner, On impulsive control with long run avereige coat criterion, Stu- 

dla Mathanatlca 76, I983, 279-298,

[̂ ] V. Borkar, A. Bagchi, Parameter estimation in continuous time stochastic pro

cesses, Stochastics 8, I982, 193-212.

\ I, Stettner, Institute of Mathonatics Polish Acadany of Sciences, Sniadeckich 8, 

ljOO-950 Warsaw, Poland *
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Some observations on sequential quadratic prograrrming 
methods

J. S t oe r 
W.-Germany

Sequential quadratic programming (SQP) methods tor sol

ving a nonlinear program

(P) in I f(x) I g(x) = 0 1

generate a sequence 1 means of an iteration

"ic' 'Ic --------  -k,+ s, where the correction s. Ic k
optimal solution of the quadratic program

(P) in DP C X ̂ ) s + ̂ 5 1̂3

St g(x^) + Dg(x^)s = 0 ,

and a symmetric matrix . The Kuhn-depend i ng on

Tucker points x* of (P) are fixed points of the itera- 

t i on , 4>ĵC X# ) ~ X* .

The convergence analysis of SQP-methods near K.-T. points 

X* IS simplified by analyzing an easily derived explicit

expression for the Jacobian D(|;|̂ (x*) of . In this way

T
It IS found that for positive definite ”®lc' K.-T.

points X* satisfying the 2nd order sufficiency condi

tions for a minimum of (P) are attract ive fixed points of 

the iteration. whereas the K.-T. points x* violating 

the necessary 2nd order conditions for a rrnnimum are 

repulsive fixed points. Moreover, one obtains rather 

s imp te proofs for the Boggs-ToMe-Wang criterion for the

1
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Q-^tuper I I nea r convergence of the t owa r ds x* (i .e .

Ic-fl -x*l[/j^^- x*II -*0) and for the Powe ll-criterion for

the 2->8tep Q-supe r I i nea r convergence of the

(i.e. »!)
k+1 k-1

- X* lU 0)

Address of the author; Prof. J . S t oe r
institut fur Angewand-te Mat hems tik
und Statistik
Un t ve r s i t a t Wurzburg
Am Hub land
D-8700 Wurzburg
W .“Ge rmany



-  3 3 8  -

ll>Bronal Mtworlca modell»d by PBTBI typ> 

nata with eontroll«ra

Niealaa Stoiea, Qhaorgha Roth

In a firat phaaa ,aodals wara eonstinietad for four typaa of 

naur«is:aotonaurons(automatic neurona,Banah8w intemeurona and 

raeaptor naurona;beaad mainly on worlca of:Hodgkin and Huglay(19$2) 

Eealaa(1997) |Rall(1962) (Setnrindt and Calvin(1972) (Baldiasara and 

Quatafaaon(1972,Traub(1977),Warnar and Uountoaatla (1965),Albua 

(1981). Uodalling naUronel networka lead ua to the concluaion that 

the information theorytprobability theory(mathematical logica etc> 

ahould be completed by a aat of principles of the nervous system, 

at its base:

1. The principle of "aymmetry":practically all types of 

nervous systems are symmetrical.Symmetry is a basic condition of 

homeostatic equilibrium of the brain,

2. The principle of reciprocal inhibition(Sherington(1897) 

formulated originally to explain the movements of the limbs,proved 

itself to be a much more general principle,applicable even to the 

retina(Hartline,1956).

3. The principle of re-and-rerepresentation of functions 

(Jackson,1931)or the principle of "hyerarchicsl organisation" 

(Albus,1981).

4. The principle of "neurohomeostasis": in the context of 

hyerarhical organisation,the feed-back loops of a higher level 

are responsible for keeping constant the frequency of signals 

emited by the neurons of lower levels.

5. The principle of "automatic neurons": the signals emited

periodically by automatic neurons are a basic condition for the 

neuronal networks specifically functioning. ' ■!

6. The principle of phased modulation of signals by automatic 

neurons: under the influence of a signal from other neurons.



autoaatie neurons modify their firing phase;that proeesa repre- 

senta a form of plaatieityCaaaoryXFrasier at all. 1967)•

,7a Iha "nauroholofraphie principle"tin STary intareaimaetiag 

neuron of the faadbaok loops,composition phenaaana,corraapandijilC 

to the laws of slectrophyaiology aay appear.

Wa exemplify the functioning of the abora pMsantad priaci- 

plaa by a neuronal network modal,compoead by multiplo hyarar- 

, chiaally placed feedback loops,functioning as an iahby(197e)typa 

homaoatat.The network modal la conoeiTsd to discratly simulate 

ths analogue functioning of neurons.That parmita datarminatiam af 

arary neuron's and the whole network's state at timea t,2t,9t,..» 

where t is the basic time unit con8Ídered(t=]yks).The neuronal 

network ia modelated by a PETKI type net,noted NN:NN-(N,S,F)whara

N ia the set of locstiona that repreaenta neurons 

S is the set of transitions that represents synapses 

I^(NxS}lXS)rH} represents the flow relations between H and S

To set N mark functlon:li:N-|n^,bJ is attached,where a,b ia the

interval where the main pajremeter,characteristic of a neuron*a

state(the membrane potential),can varry.We also considered the

function W:F-^i^a',b^ that defines each neuron's firing tbreshaldf

so that a neuron emites a spike if and only if li(n)^ W(n,t).

Any modification of a neuron's membrane potential ia based

On the initial value corresponding to a certain electrochemical

equilibrium and on the specific functioning of each type of

neurons.This particular functioning of the network is controlled

by algorithms for each type of neurons,preceding the mechanism of

checking and starting of transitiona by acting upon each location.

These algorithms we called"controller8".Tho simulations programs

are written in Fortran and were runned on a FELIX-C 256 computer.

Nicolae Stoica,Inatitutul de Medicinfi ji Farmacie Cluj,Catedra de 
Fiziologie,Str.Clinicilor nr.l,34oo Cluj-Napoca

Gheorghe Roth, Centrul Teritorial de Calcul Electronic Cluj,str.
Republicii nr.lo7,3400,Cluj-Napoca,R.S.RCWANIA
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THE USE OF FLYING HORIZON METHOD TO TRAFFIC 

OPTIMIZATION IN PROCESS CONTROL COMMUNICATION SYSTEMS

Emil I. Stoilov and Mariana SStruparova 

Bulgaria

A communication system comnrising N main stations and K slave 

stations linked over a highway is considered. The two types of 

stations are different sources of traffic for the system. The 

information exchange between the stations is message-oriented and 

is performed in "command - response" sequences. There is a coordi

nator - station in the system, which transfers the highway control 

to the other stations and optimizes the traffic between them. The 

token-passing access method is used, as the control is transferred 

by a special MTF command. During one working cycle of the coordi

nator, all the K+N stations receive once the control over the high

way. On the basis of the defined dynamical model, the coordinator 

solves the problem of determining the optimal strategy of control, 

minimizing the following cost functional of the communication sys-

213 Q- = ^  J  q. (x, (t) ,u. (t) ,v. (t);)dt
i = 1 -i = 1

where q^ are scalar functions, and the time interval [t̂ ,t̂ :] is 

large enough Ctj— .-oO included) . The following notations are used: 

Xj(t) - denotes the length of the main station i’s queue at time t, 

v^(t) - the incoming information message flow into station i at 

time t,

u.(t) - the control of station i at time t.

The model is described by the equations:

V, (t) - u, (t)dx.(t)

dt
Xi(to) = 0,

I 1, when station i has the control over the highway and 

UjCt) = transmits information messages at time t

I 0, otherwise
The problem thus stated cannot be solved off-line. For this reason, 

the flying horizon method is applied, using frequently enough a 

feedback from the communication process actual state.

The coordinator strategy has three basic stages:

- choosing of the station, to which the control over the highway
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- determination of the static ontimal interval of control of 

this station;

- dynamic correction of the determined interval.
v

Receiving from the coordinator, at time t., the right to con-

L ie  "“ V  T  ^
J in.terval, the main station i

transmits informational messages till the time (Xi “ tj ot
1. «  1. 1 1 X .

but no messages are available in station i’s queue). Re

turning the control to the' coordinator, the station transmits in-
V

formation about its current state and the predicted value

of the incoming flow Vĵ (t) during the [T"̂ , interval, as

Veil as the flow's mean value for'this interval. The station does 

not control the highway until receiving the MTF command during the 

next cycle, i.e. u-r_k -k+l-i = 0.

The flying horizon method discussed in the paper, is implement

ed in the SLINK-4 communication system, in which the cost functio

nal is of the type:

0 S  i K^(t)dt

i = 1

An analytical solution of the coordinator’s task has been found 

out for SLINK-4 system.

The coordinator is not necessarily a separate hardware unit.

In the SLINK-4 system, the coordinator’s program is stored in each 

main station storage. In case the coordinator drops off, its func

tions are performed by another main station, which executes its 

own habitual functions at the same time. Thus, the system preserves 

the decentralized control nrincinle, ensuring the necessary reli

ability. The pros of SLINK-4 are obvious, when comparatively inten

sive traffic exists, while if the traffic intensity is low, the 

system behaves as an-ordinary one, using the token passing access 

method.

Dr Emil Stoilov 

Mariana Strugarbva

Institute of Industrial Cybernetics and Robotics, 

Bulgarian Academy of Sciences,

Acad. G.Bonchev Str. bl.2 

Sofia 1113, Bulgaria
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A PROOBDUHE POR COMPUTING ALL INTEGER 

PROGRAMMING PROBLEMS AND ITS CONNECTION 

WITH MATROIDS 

ÍRTSTIAH R. STRZEIEC 

Paland

Key words; discrete optimization, integer linear programming,

matrbids, greedy algorithm, computational complexity.

Consider an integer programming problem with all problem parameters 

being integers such that it would be linear if it were not for the 

fact that all variables are restricted to integral values and the op

timization criterion is nonlinear but separable function.

The assumption that problem parametrs are integers is not really any 

restriction because to an arbitrary degree of accuracy this can always 

be made to be the case. Such restriction only limits the selection of 

the physical dimensions used to measure parameters. In general, the 

set of all feasible solutions to such problem could be regarded as a 

lattice of integer vectors. Boolean lattice if the variables are re

stricted to zero-one values only, and oitinal solutions could be ob

tained under condition that all computations are executed on integral 

entries. The problem of optimization is to find such lattice points 

for which the objective function is either maximum or minimum. All 

lattice points are mapped onto numbers and in this way the order stinc* 

ture of the real line is therefore an instrument of the perceiving ap- 

T;aratUE. Through observations of itr: j'ointc only two directions are 

characterized by two relations : "reater and lower. For the case with 

all zero-one variables an o; timizt.ti ;r. proiilem can be reformulated ap 

a problem of finding a propter ordering of the coi.umi.in of the cunst- 

I'alnt matrix A. A "prof er oi dsi ir.g" can be Jcfinud as such an ordci-i.g 

of h-tu.r.j.e of inte.peao, c i lea the "alzes" of "jlui.i.; vcctjs,w, thu suin'
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of which is equal to f^iven value and for which another aum, associated 

with the tuple, the aum of cost coefficients, is as large as possible.' 

A zero-one programming problem.can be considered as follows.

Given set of vectors A = { a.|, .. 

neously I’ = A t A’ / for which

^«A*
. B - b.

i

,a_}, find such a subset A’ /sBlmulta- Jr

/I/

/2/and  

w h e re

All possible subsets A’ determine a feasible region of probrem /3/:

« Kax 2"^^ c/p,̂ /xy

sub.lect to 51 "„-I s/a^/xj « b, /3/

X|j ® 0 or 1, j ,..., n, 

and their complements determine a feasible region of problem /4/ : 

Zj = Min c/a^/y^,

l l  ^
subject to s/a./y. = B - b.

yj = 0 or 1, j=1,

A /

tie have Z.j + = C, where C = x  a^A*

I if and only if *  t , c/p ./ = Z„.  ̂ ^

The computation?:! proceJure works rs follows. In step k we are seeking 

for i/Uch partiti on of A into X' in oicer t. scitisfy /1/ unaer con- 

Edition /̂j/S c/.. / s  - tk)
a.j6A’ ' -y * “1 >

I and,on the other hand, to satisfy /f/ under condition.

awhile + z,

>rde

in

S  _  c / a  /  <  z

2

/6,

C. The successive values of z.^'^and have to be 

0 )̂  „ (2)Ordered like that Zi"'< <  z,^><

“1
ÖC),
2

 ̂ . . .  The procedure tcriiiinates at tiie step k i f  ueitj.er
) ' '

2> nor

l ) - .a il i i .g  a d i i ’t . s s :  K r y s t i a n  R. d t r z e l e c ,  P h .B . ,  

u l .  i ' .a rch le w rk ieg o  76 ni 1, ' -oo" Ula-l-,
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OPTJOaZATIOM or THE FAOLTED SECTIOH L0CA.TI01Í PROCESS 
KDJSZCZTX SZCZ£SHY, NA.ZÁRKO JOANICJOSZ - POUND

1. Introduoti«n

Tb* pap«r pr«s«ata tha problaa oT optlnlaatlon of tha 

faultad aatweiti saotlan looatioa and raatltutlon of povar supply 

ta oonsuaars oonnaotad to aadius -voltaca distribution natvorks. 

Ta aolaa ttaa problasi an oriclnal al^orltba basad on tba branch 

and bound has bsan alahoratad. 

t. Tba natb ■■stloal nodnl

Tba daoision prooaas is basad on a dotamlnatlon of an op- 

tibal daoision and It swy ba aboan as an graph vhloh Is oallad 

a daoision traa.

Nodas of option In tha daoision traa raprasant atatas 

of tba natvork In tha prooass of faultad aaotloo location,

Tha stata Is datamlnad as a vaotor

Ilows ^

the vaotor X are deteroUned ae fo* 

^ determines state

iisaed fron a las 

J to a Bonant

fo^' ti*’ P ‘

“1 “ n  '1" "  Jk»' ' ' j M J ooBpopant 

of svitoh k In tha natvorks stata

oeordlnata T*-;' determixies a time vhloh has passed from a last 
J

■oaant of Svltoblng off a stxpply to tba noda J to a aonant . . 

of finding of tba natvork In stata ^ k J

Is a Tsotor of probabllltlos of faults of tba pcu-tloular soo-. 

tlon.

Tha paraaatar naans a rspaarlng raparlng staff du

ring location of a damage In tha natvork.

Tha optimization problam aaaxis a dateralnatlon ct a stra- 

tagy ^^/a aarlas of daolsions/ of tha faultad aaotlon location 

at minimum azpaotatlon valua of a total cost of tbs aoonoaloal 

losses E suffered by consumers due to the break dovn In 

supply, caused by a failure In the natvork plus a cost of lo

cation of tba faulted section ~ -r 7

E jKCú*)] = /’/

vhara C - all paralsslbla atretagies.

3. Solution of the problem

3.1. Partition of sat of solutions

In case vban a set of solutions G Is a set of paths In 

a decision graph than a certain aroUlaay be slngularlzad and 

assiaiad as a criterion for a partition of the set of solutions 

and all paths In the graph may be split Into tvo oathegorlss : 

a sat vhlch Includes tha aroUand other one vhloh excludes 

tba section
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In tbla m y  w* mty obtain two aub-aota of aolutiona :
a aot of atrataglaa F Inoludlnc daoiaion U  and a aat of

atratogloa A .  xoluding daoiaion U. . 1 f aatura of a apUt
. of aub-aat G. . la dotonalnod whan a naxianaa ineraaaa 

J t ̂ j ».
of a Taluo of lowar boundary of tha orltorlon function la ob- 

talnad for ono of tbo aub—aota doaorlbod abowo.

3<2> Caloolatlon of lowar boundarloa of tbo orltorlon funotlon 

Tbo lowar boundarloa of a funotlon of oxpootod ooata of 

loaaoa In tbo proooaa of tba aootlon looatlon arc dotamlnod 

aa followa

Inf

inf

K )  = p-i ’'^ 1 ^ 1

\ K  r , .

/^/

/3/

/V

— probability of fault of aootlon 1,

^ - optlnal partial atrotegy that naana a atratogy at nlnl- 

aun ooat of looatlon of aootlon 1 , ^

Ö a ooat of looatlon wban a atratogy0 la appUad,

■ an Inoranant of tba value of tbo orltorlon 

funotlon.

Algorltbaa

Tbrae dlfforont algorlthna of optlnal atratogy of looa

tlon of a faultod aootlon Ip. a network, baaod on tbo above 

aantloned notbod have boon prepared for tbo dlatrlbntlon net- 

vorka ; an aootuato nethod, an approxlnate notbod, a notbod 

for^n-Une control looatlon proooaa.

All algorltbna are baaed on branch and bound netboda.



Numerical solution for optimal control 

of a  distributed parameter system

János Szelezsán 

Hungary

-  3 4 6

Consider the control system described by the operator 

equation *

where f is the control function.

Let F be the set of admissible controls
F= Í CtC-ílí: j

are given functions 

The performance index is given by

o f*-)
where Xo é[0,vj is a given point, C is a given

function. ^
The problem is: find í  6 P such that

In this paper a numerical solution for this problem is

given.
Leti; = ̂ t b e  where Instead of 3^ let

us consider the functional 
CO a )

where 9, -?«<:>,■#,• = :#Ci^)and Ĉ - are some constans. 

Let US define the set F as follows

T L  =

a c t , )  £ Í ^  Í-Í4)

a Ctx) £ A £ <-(£*) '

a  (. ̂ -̂k ) £ Í ^

2. )

3)

a

a ;
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Instead of we solve the problem

It is proved that

lira 1"av —  ̂  5 ~ O

and if

then

Kf>* - K i ' ’ =

X c t v ) -  = [
a t ’"'") t-7 o í í A

t-t) ot>

where '^^Ct^is interpolational polinom on values

As an example a system governed by a partial differential 

equation is considered.

Address

Or.János Szelezsán

- Computer Service for State 

Administration, Újpesti rkp.8.

1151 Budapest

- L.Eötvös University, Faculty of 

Natural Sciences, Department 

Computer Sciences, Muzeum krt. 6-8. 
Budapest
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Some new aspects of applying achievements of system theoretical 

approach in static or quasistatic design and control of civil 

engineering structtires based on modem *fiabilité’ theory

Béla Szentiványi jnr*

HUNGARY.

We must be rather cautious in applying the achievements of 

modern system-theory in the structural mechanics and dimensio

ning of civil engineering structures. We must choose the appro- 

priate.definition suitable to our aims from the rather rich 

quarry of information of general system’s and circuit*s theory. 

We do not agree with definition of "system" and its state 

characteristics under uncertain conditions respectively, which 

is described in the book of W, Bojarski, /1984,,Warsaw/, To 

be able to use an another for us more adequate Polish definiti< 

of systems /after that of L, von Bertalaffy from 19^7/ we must 

ensure the clear-cut discretization of generally in space and 

time continuous structural and loading properties.

Space discretizations of a structure must be checked 

whether they are identical with the original structure from 

point of view of rigidity, of grade of outer and inner or 

global static determinacy as well as of point of view of 

stability, we have sought to find now definitions on all of 

these fields in case of stochastic properties since the year 

197^.
We shall use stochastic modelling on digital computer [l.] 

i.e. outer loading effects and material characteristics can 

bo combinations of very slowly changing continuous and of 

X>oint-wiso stochastic processes respectively, The grade of 

complexity of the stochastic modell must bo suited to the 

nat ure of the jjroblom as it was pointe<J out in some not yet 

i)uhlishcd works of the author about behaviour of random 

ÍÍI us t i c subgrado.

Hy use of the concept of design for serviceability-time
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/initialized by V*V, Bolotin about 1979/> which is a good and 

useful reduction of a very con^lex multidimensional problbm 

to the investigation of a simple random variable and by use 

of event sequencing stochastic modelling on high-level programming 

languages of digital con^juters , proposed in [3J by the

author, we get at a presumedly economically also very efficient 

tool of design of structures*

So in our case it cein be omitted the use of dynamic 

programming generally used for time—dependent problems, more 

variants of structures can be taken into accotmt in realistic 

conq^arison with eventual use of "fuzzy set theory" of Mr* A*

Zadeh too and new advantages are given in step by step 

reconstruction or at maintenance processes of civil engineering 

structures*

Budapest, I985-OI-29*
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Linear and Bonllnear Oligopoly Uodels

Ferenc Szidarovazky and Kojl Okugucbi

Hungary and Japan

A new general version of tbe Cournot equilibriun nodel 

is introduced, where each flrn simultaneously produces several 

kinds of items, and it is assumed that tbe price vectors and 

cost functions depend on tbe total and own production levels 

of tbe producers, respectively. A new existence theorem is 

first proven and the relation of tbe equilibrium problem and 

fixed point problems of low dimensional point-to-set mappings 

is outlined.

Linear and nonlinear complementarity problems, and quad

ratic programming problems are constructed for the determi

nation of tbe equilibrium points. On tbe basis of these 

methods a öew uniqueness theorem is verified.

Dynamic models are examined with continuous and discrete 

time scales. Conditions for stability of the dynamic models 

are given in both oases.

The results presented in the lecture are generalizations 

and extensions of earlier results of tbe oligopoly theory.
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Solving Scheduling Problems by Computer

Szilágyi Tivadarné 

Hungary

We have already made computer aided production 

control for several firms. In all these cases we had to 

solve job shop scheduling problems too.

All of the problems ware multigoal optimization 

problems. We gave compromise solutions by multistep 

algorithms for them. The two most important goals were:

-to give an optimal makespan for the production flow, 

which minimizeB the avrage lateness of the produoton,

-to minimize the setup time on a dispatched machine 
of the production.

We have made use of the following assumptions:

-If a setup time between the production of two items 

is less then the setup time from the idle state to 

the conditions necessary to process the second one 

as the first job in the sequence, there are some 

common featirre in their production. By the help of 

the production technology we can divide the set of 

the jobs into subsets which are sequence independent.

Let Pj^,P2 ,.,. Pĵ  be the processing times,

/1=1,2,,.. ,n; j=l,2,.,.,n/ the setup time

between the jobs i and j.

Let the set of the jobs denoted by S, then 3= l_J S. ,
1-1 ^

^j^ j^ÉS. processing time of 3^ .
i ^

This way the n jobs problem can be reduced to n/2 

or sometimes n/3 jobs problem.
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-Every production is a flow. Neither can be assumed 

that jobs arrive simultaneously in a shop that is 

idle and immediately avaible for work, /because 

it’d indicate too high invevtory level ./ nor that 

the jobs eirrive intermittently according to 

stochastic process, /it’d indicate too high waiting 

time on the machines/. These schedtiling problems 

could be considered as a 3 machines flow shop problem.

These assumptions and some special other one made 

possible to construct miiltistep algorithms and on-line 

computer programs based on them.

The scheduling problems came from very different 

firms. The first one was to minimize the setup time on 

CNC machines in a factory manufacturing telecommunication 

equipments. The second arised in the textile industry.

The third problem came up in the paper industry.

The scheduling programs were written for COfflvIODORE 64 

personal computer.

The algorithm seems to be quick: 100 job can be scheduled 

in 5-10 minutes. The programs are user oriented.

Könnyűipari liüszaki Főiskola 

lo34 Budapest, Doberdó u. 6,
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MULTIMODAL PRODUCTION-TRANSPORTATION PROBLEM 

WITH CAPACITY CONSTRAINTS

Lajos Szlrovlcza, Dubravko Hunjet, Stjepan Skok 

and Luka Neralld 

Yugoslavia

The multimodal production-transportation problem 

with capacity constraints is a generalization of the production- 

transportation problem of the continuous production industry |̂ lj* 

The problem we consider can be described in the following way. 

There are several plants at different locations and large num

ber of customers of their products. Each producer can operate 

in several modes, characterized by different quantities of pro

ducts and variable production costs. In addition there are se

veral modes of transportation of products from plants to custo

mers. The customers' demand for each product in a short-time 

planning period, the unit transportation costs for each product 

from plants to customers for every mode of transportation and 

capacity constraints on each route for every mode are known.

The multimodal production-transportation problem with capacity 

constraints involves the determination of the producers' pro

duction programme and the modes of transportation of products 

from plants to customers which minimizes the production and 

transportation costs subject to the material balance constra

ints .

This problem is formulated as a large-scale linear ' 

programming problem and an algorithm based on Benders decompo

sition is suggested for solving it. In each iteration, there 

are two steps:



(i) The minimum cost network flow algorithm Is 

used to solve multimodal transportation problem with capa

city constraints for each product.

(11) The solution of the muster problem which Is 

the linear progriunmlng problem Is obtained.

The algorithm Is coded In Fortran on a UNIVAC 1110 

conputer system. Computational results and comparison with 

solutions obtained by slirplex method for a sequence of con

structed excunples are given. The application In the petro

leum Industry Is presented.

^1 ] Neralltch L., Slrovltza L., Skok S., Hunét D., 

Production-Transportation Problem Solving by Benders Decom

position Method, Economics and Mathematical Methods, Vol.

XX (1984), 1140-1143. (In Ruslan)
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Multiple-criteria analysis and evaluation in 

decision making of transport planning 

Dr. Catherine TÁNCZOS 

Hungary

1. Introduction

Transportation -one of the most important parts of infra

structure- plays a significant role in the development of 

production-, consumption and in the formation of foreign 

trade balance and so in the development of the whole nati

onal economy as well. The decisions connected with planning, 

organising or developing the different transport systems 

effect in almost evsry territory of the social-economical life. 

The fast development in the fields of decision making methods 

and computer techniqne has made favourable conditions to the 

investigation of complicated systems, like the transport 

systems. 'The paper deals with the methods of multiple- 

criteria analysis and evaluation in decision making of transpor 

port planning, organisation and development.

2. A weighted multi-dimensional evaluation of the efficiency 

in transportation

The method of measuring the efficiency -worked out previously 

by our department- enabled the complex qualification of 

efficiency level of differently aggregated transport systems. 

Developing this method it became posi ible to determine and 

analyst the .met important facta influencing the efficiency.

The matrix method -developed from the cross-impact technique- 

takes into consideration all the criterias influencing the  ̂

efficiency and so it is poseible to deal with different kinds 

of information.

The structure of the matrix is:
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criteria: 
of the 
effici
ency

vectors cna- 
ractvrislng 
til- influen
tial role of
Ú : t ir:.h nan o 
- ̂ c.t a t’s

determinant factors 
of the criterias
12... ,1... h

‘11

h

ij

 ̂ »». ia.‘]

(ij

vectors characterising 
the imprcseibility 
the criterlaf-.|

■‘cm i
J n ___ I
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Th« application of the method consists of the next steps: 

a'./ exploration of the determinant factors of the criteriae 

/with the application of brainstorming/:

b. / determination of the closeness of the connections betwee

the criterias and their determinant factors /by experts’ 

estimates/;

c. / counting the vectors characterising the influential role

of determinant factors / and

/ i=o,if 3 and

i=l,if a^^= 3 /
3=1.

<»/:

/i=o,if a^^j=o and 

i=l,if a^ Jo /
ij'

wherwe J=l,...,n:the number of determinant factors; 

i=l,...,m: the number of criterias;

a^j : the evaluated closeness between the i-th criteria 

and the j-th deterioinant factor;

d./counting the vectors characterising the impressibility of 
the criterias/ J , <T/;

/j=o,if a^j/3 and

r  ^
i=l,. f Ole

n

/j=o,ifa^j=o and 

4=1,if a /o/
e. /choosing'' the most iraportant cittermin xnt factors of the

criterias on the basis of evaluation •

f. / decision about tĥ ; op-rntion on t)i" basis of tiic multi

dimensional evaluation rieciiou of tne efficiency.

fhe paper gives the results of the/macroeconomic and , 

microeconomic level/ inveetigationi. in the railway and road 
transport systems.

Dr. C atherineXÁICZ03 

Budapest Bécsi ut98. 

lo34 Hungary
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e - OPTIMALITY IN SLIDING PLANNING

R.Tenno

USSR

Consider the following control problem of minimizing

I(u) - I (X. - C)‘ 
t = 1 '•

( I )

subject to system of equations

\  = uj.,«,(t) . 6o(tj, Yt “ ’'t * ̂ t*

where (ŷ ) is an observable process, is an independent 

Gaussian variable, * (BpCt), B^(t)) is an unknown

parameters vector, u^ is a feedback control from the 

observations, i.e. nonanticipative function

ut ' y,. •••• . xti-

1. For the case N * 3>

when (6̂ ) is a first order autoregressive time series, the 

upper and the lower bounds for value function

I* = ii\f I(u) 
u

have been found in explicit form.

2. For the cases, 

when N is finite or when

I (u) = m“ H m N i’̂t 'N-.« t  = l ^
(?)
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and (6^) is stationary autoregressive moving-average time 

series, such that {B,(t)} is nondegenerate, 

it is shown, that control strategy of one-step rolling 

schedules u* is e-optimal, i.e.

I(u*) < I* + e .

3. For the case (2),

when S^(t) = and {B^Ct)} is stationary time series,

it is shown, that strategy u* could be randomized so that c 

will be arbitrary small.

Institute of Cybernetics

Estonian Academy of Sciences

USSR 200104 Tallinn Akadeemia tee 21
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Invariance theorems for variational problems with nonemooth 
integrands

Wolfgang Thamelt, GOR

Consider the following one-dimenstonal variational problaw

(1) iiif^ L(x,u(x),u'(x))dx, u(x )-u , u(x,)-u,.
u o

If L and u are sufficiently smooth and if L is invariant rela
tive to the one-parametric transformation group h° then

(2) * 1 ^ 1  s-0 ■
for any extremal solution of (1) (Noether's Invariance theorem).

Rva^ev studied problem (1) under the assumption that L is not 
smooth but convex with respect to its third argument. He proved 
that there is a 1( x) eÖy,L( x,u( x) ,u* (x)) for every x such that

(3) l(x)'11-13,0 - const.

for any extremal solution of (1). In the proof of this sub- 
differential version of (2) typically one-dimensional ideas 
are used.
In this paper it is shown that a similar result is valid in 
the case of the k-dlmensional variational problem

(4) inf f L(X,u(x),Ou(x))dx
u ''X

where XCR*^ is an open domain and u(x)-u^(x) on 3x .

Theoreml: If
1. L is invariant relative to the one-parametric 

transformation group h®,
2, (Lok^)(x,*) is convex for all x eX where

ky(x,w)-(x,u(x) ,Ou(x)tDgh (u(x))| g_Q*Dw(x)) 

and where w£C^(X,R),
then u is an extremal solution of (4) only if

0£ ^ 9 „(L“ kjj)(x,0)dx .

An essential part of the proof of theorem 1 is the application 
of a theorem by loffe/Tichomirov on the subdifferential 
of a parameter Integral.
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If L itself is convex with respect to the third argument 
than further calculation gives

Theores 2; If
1. L Is Invariant relative to the one-parametric 

transformation group h*,
2. L Is convex with respect to the third argument, 
then u Is an extremal solution of (4) only if for every 
X there is an element l(x) from the subdlfferentlal of 
L relative to the third argument such that

(5) 0  - Dw(x)l‘̂(x)0^h®(u(x))j s-0dx

for all w£C^(X,R) with w(x)-0 on dX,

The Integral condition can be replaced by the following 
assumption On the Integrand:
The surface Integral

J l’’(x)Dgh®(u(x))|3,odF

G
equals zero for almost every sphere GCX.
Generalisations of these theorems In physically Interesting 
directions (additional divergence terms In the Invariance 
condition) can bo derived.

Authors address:
Prof.Dr,Wolfgang ThSmolt
Technlsche Hochschule "Carl Schorlemmor" Leuna-Mersoburg 
Sektlon Mathematlk 
ODR-4200 Merseburg
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RELIABILITY MODELLING OF STRUCTURAL SYSTEMS 

P. Thoft-Chrirt€fni«>

Univenity o f AalbMg 

S<rfmgBaid>hotansv  ̂67 

DK-9000 Aalborg 

Denmark

ABSTRACT

It hat of couite for canturiet betti realized that structures are oot completely safe. A 

num ba of serious foUures have occurred and \mfortunately, loss o f life and iQjxiry are 

often involved. Further, it it characteristic that structural ftdlures have great economic 

consequences. Consider for example failure o f an offthore platform. For such a stzuc* 

ture bdlure will usually occur during extrone weather conditions so that rescue opera

tions are difficult or impossible. Therefore, the risk o f loss of life is high. Further, apart 

from having enormous economic consequences, this kind o f structural failure can result 

in very serious pollution problems from outslip of oil. On the other hand, it is a fact that 

at least for typical West European countries the risk to life from structural failures is 

negligible compared with e.g. travel by car or by air, coal mining, etc. The average annual 

risk per person is as low as 10'^. Therefore, the economic consequences of collapse and 

non-serviceability will usually dominate all other consequences, since the marginal re

turns in terms of lives saved for each additional million S invested in improving the safe

ty of structures may be small in comparison with the benefits o f investing the same sum 

in, say, road safety or public health.

In this lecture some of the latest research progress with regard to structural reliability 

will be presented. The following topics will be treated

•  deterministic contra stochastic analysis and design

•  reliability of single structural elements

•  reliability of structural systems

These topics will be briefly discussed from the following points o f view

•  what do we know to-day?

•  what can we do to-day?

•  what kind of unsolved problems do we have?
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Until recently structural engineering has been almost completely dominated by de- 

terminiMtic thinking  characterized in design calculations by the use of specified mini

mum values for material strength properties, specified maximum values for load inten

sities and by prescribed codified procedures for computing stresses and deflections. 

However, it has bem  recognized for many decades that for example specifications of 

minimum material properties involves a high degree o f uncertainty. Likewise, speci

fication o f reasonable load intensities is difficult and uncertain. These types of un- 

cotainty combined with several similar forms of uncertainty (e.g. model uncertainty) 

result in an uncontrolled risk. It is a fact that total safety of a structure cannot be 

achieved even when one is ready to  spmd a lot of money on the structure. Further, 

it is a serious problem with the deterministic approach that no measure o f the safety 

or reliability of the structure is obtained.
/

In modem structural reliability theory it is clearly recognized that some risk o f struc

tural failure must be accepted. To obtain a measure of this risk a probabilistic i^proach 

seems to be the most obvious approach. The intention behind this approach is to help 

the structural engineer to design a stnicture in such a way that it vrUl not, at an accept

able level o f probability, fail at any time during the specified design life.

Structural reliability modelling is first of all concerned with the rational treabnent of 

uncertaintities in structural engineering and the associated problems of rational decision 

making. All quantities that currently enter into engineering calculations are in reality 

associated with some uncertainty. For the purpose o f quantifying such uncertainties 

and fór the subsequent analysis it is necessary to define a set o f  basic variables, namely 

the set o f basic quantities governing the static and dynamic behaviour of the structure. 

Basic variables are quantities such as mechanical properties of materials, dimensions, 

weight densities, environmental loads, etc. For the purpose of structural reliability it 

is necessary to distinguish between at least three types of uncertainty, physical un- 

certainty, statistical uncertainty, and model uncertainty. The physical uncertainty is 

taken into account by modelling the basic variables as stochastic processes or random 

variables. However, physical variability can be quantified only by examining sample 

data; but since sample data are limited by practical and economic considerations, some 

uncertainty must remain, namely the statistical uncertainty. Statistical uncertainty 

arises solely as a result o f lack of information. Model uncertainty occturs as a result of 

simplifying assumptions, unknown boimdary conditions, and as a result o f the un

known effects o f other variables and their interactions, which are not included in the 

model.

In the most general case reliability of a structure is its ability to fultil its design pur

pose for some specified period o f time. In a more narrow sense it is the probability 

that a structure will not attain each specified state of failure (ultimate or serviceability) 

during a specified reference period. This type of probability does not have a relative 

frequency interpretation and is called a subjective probability. The associated reliability
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can be called subjective or Bayesian reliability.

Methods of structural reliability analysis are divided into three classes. Level 3•me^ 

thode are methods where the probability o f failure for a structure or a structural 

element is calculated on the basis o f the full probabilistic description o f  the joint 

occurrence of the various quantities that effect the response o f the structure and 

taking into account the true nature of the failure domain. Level 2-meihods are me

thods where the Joint probabilistic description o f the basic variables is simplified 

and where the failure condition is idealized. Usually, level 3 calculations cannot be 

performed due to lack of data. There seems to be a general agreement that level 2 

methods are sufficient at least to  give a relative measure o f the reliability of a struc

ture. Level 1-method* are really not reliability methods but methods o f design or 

safety checking. They are based on a deterministic thinking although the parameters 

used may be chosen on the basis of a probability distribution.

In this paper a level 2-method called the reliability index m ethod  will be described 

and it will be shown how this method can be used in evaluating the reliability of 

structural elements and structural systems. The method will be illustrated by an 

example, namely an offshore structure.
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.as CYNIMIC G ^ S  

GBIGOBI TOHSEI 

USSB

The tbeory of two-person zero-sum games In the different 

types of the control systems had been worked out in the works 

Lately the general theorems on the Information of 

players had been proved, the Idea of the Informational system 

had been Introduced, the evolutional systems had been studied. 

Let's bring two statements about program Iterations.

Let the dynamical system ^  = ([tj,,Tj, X, D^, la

given, where [tg,T] - a segment of time, X - a set of states, 

^^2^ ~ ^ controls of the first (second) player, -

a function of state. Second player strives to maximize the 

payoff H(x(T)), where Hi X —^ E*. Let’s consider the operator 

of the program iteration

•l5+(gKt.x)= inf inf sup g(r ,5e(T ,t,x,u,v)) 

xe[t,T] u e D ^  v e D g  

and corresponding Iterations

V.,(t,x)= Inf sup H(56(T,t,x,u,v)), Vg* <fV(V^), ... 

u é  V e  Dg

thenIf 0  ̂= / +  1, then V^= (p^(Vp), if ô  = sup  ̂̂

V , = inf V . . 
fi<ci ^
If the zero-sum dynamic games without discrimination

P  (t,x) have the decision then val P  (t,x)= lim V (t,x).
n —  oe "

The criteria of the existing of the decision may be formulated

in terms of the functions of Lyapunov. If the game P(t,x) has

no value, then there is such o rd in a l number A , th a t V = CD (V,).
A '+ A



C-'I). qua_';tit; Is íi function of the value of the games in

class f-strategies [5j.

Similar statements are also true for other operators of 

the program iterations and for other games with more general 

payoff.
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rniiippe Torrion

COtPARISON OF DIFFERENT METHODS FOR SOLVING 

A NON-LINEAR, LARGE SCALE. STOCIUSTIC DYNAMIC PROBLEM

ABSTRACT :

The problem of optimizing the long-term (yearly) operation of a 
multi storage power system has received considerable attention In recent 
research, but has not yet been completely solved.

The choice of methods for solving such problems Is Indeed 
limited to dynamic programming which Is usually not feasible for more than 
three state variables due to the exponential growth of the computing time 
and storage regulrements.

Since there Is not alternative to obtain an optimal global 
feedback, compromises have been made In the past by using techniques such 
as aggregation, relaxation... An aggregation-decomposition method using 
dynamic programming has been since developed at Electricité de France to 
solve the problem of the yearly operation of the electricity supply-demand 
system.

This paper f i r s t  recalls the principles of this method, then 
presents, for the f i r s t  time to our best knowledge, a comparison to the 
results obtained with the classical available methods, especially 
relaxation, that finally shows that the aggregation-decomposition method, 
when applied to the tes t  problem mentioned above, leads to the nearest 
global feedback to the optimum.
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Kiaenvluet aaslgnnent for hyperbolic damped 

equations via a boundary feedback of.finite rank. 

R. Trlggianl

Mathematics Department, University of Florida 

Gainesville, Florida 32611

Abstract

Ve discuss wave equations with viscous (or, alternatively, structural) 

dsaplng defined on an open bounded domain ^ G R^> and we apply 

(physically Imp lamentable) feedbacks on the boundary F of to Improve

•tability properties of the orglnal free (l.e. homogeneous) system. 

Oae canonical example 1st

“ AxCt,^) - 2kXj.(t,C) . In Q

(2) I.C. Xq (^) and Xĵ CC) , in ÍÍ

|- (0,») X Í2, I - (O.co) it r. e L̂ Cii), g e L̂ ííí) ,

< . > (ÍÍ) Inner product, k > 0. The right hand side of (3)

Li the boundary feedback (of one dimensional range) consisting of the

of the full state and oflaterlor observation" term ( L
actuator function g. 

atber cannical example - mathematically more challenging and physically 

appealing - consists of (1), (2) along with the new boundary condition

w ax (t.o) - [(vij. x(t,-) 1^)^ +. (O'j, Xj.(t,-)|j,) j.) g

dn

L2 ( F) - inner product, where now the^éL^CF). g € L2<F). (

||ht hand side of (4) is defined only in terms of the boundary values 

kaces on F ) of the full state. Problem (1), (2), (4) Is a fully 

lary problem, with "boundary observation" term [ ] In (4) and

actuator g.
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If g * 0, (free system) and k ’'small"» then all free solutions decay

-kt
in the energy norm with uniform upper bound e (exponential stability 

of the corresponding group, describing the solution, in the uniform 

energy-norm).

Then, given g 6 L^(r), subject to certain mild assumptions (of approximate 

controllability type), we seek suitable vectors € L2( ̂ ) for (1),

(2), (3) lor, respectively, suitable € L2 (r) for (1), (2), (4)J, such

that the following desirable properties are achieved:

(i) (spectrum assignment) an arbitrary finite number of eigenvalues 

of the closed loop system is preassigned at will, as to improve the 

corresponding "margin of stability" while the remaining eigenvalues 

approach from the left the vertical line Re X ■ -k < 0, asymptotically 

(That the eigenvalues of the closed loop system must approach the vertical 

line Re A ■ -k asymptotically, is a consequence of the finite range nature 

of the feedback, and we then impose that such approaching is achieved 

from the left of Re A ■ -k);

(ii) (Riesz basis assignment) the corresponding eigenvectors of the

closed loop system form a Riesz basis in an appropriate space

(L^ («) X H  ̂ (ÍÍ) for (1), (2), (3)).

Thus, a fortiori, the overall decay of all closed loop solutions is

-kt
preserved to have uniform upper bound e , but now an arbitrarily finite 

number of "dominant modes" of the free system have their margin of 

Stability increased at will.

These problems arise from, and are of interest to, the control of flexible 

structures.



SOME NEW HBSUITS ON THE ASYMPTOTIC BEHAVIOR OP SOLUTIONS 

TO PROBLEMS OP DYNAMIC OPTIMIZATION

Anatoly D. Tavlrkun, Sergey Yu. Yakovenko 

USSR
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It la widely known that aome prohlema in dynamic op

timization poaseaa the ao—called turnpike property* It 

meana, roughly apeaking, that extremal aolutions tend to a 

limit (in a aenae) when time—horizon of plazming tenda to 

infinity. Here are preaented aome new reaulta, baaed on 

Hamiltonian approach propoaed by Caaa, Shell etc. [lj.

We will conaider controllable aystem of Pontrjagin 

form defined on the non-negative orthant

X = | ’(x,a), x e I R  + , u e U ,  te [o,t ] (1)

with the criterion of optimization in terminal form:

< a, x ( T ) > -► max, IR” . Í2)

We auppoae that Hamiltonian H(x,p)=^ U } ia

a amooth function except on ^p=0} , phaae apace R ” 

la invariant under admiaalble trajectorlea of Incluaion 

(1) and ayatem ia homogeneoua, i.e. f(i^X,u) = 

for all X,U. .

Theorem. Let ua define function L(x,v} ÍOT

+0c'' =1 , x'‘»0, V̂ +..,+v”=o} by formula

L(x,v)= suplî ci; 3 u t U :  o<x+v = P(*,u)] .

If L ia concave, and ?(x)=LCx,0) reachea a maximum

in the interior point X» of the aet {x; X^+ ...-t-x''- 

= (, , then the ray Ox, ia a atrong limit to

aolutiona of extremal problem (1,2), which meana that 

for T  -» + CO oorreapondent aolutlon ("t) aatia- 

fiea following condition:

X t ( 0

V&>0 3  Cf VT>2Cj^ J lix.J

t > T - Qor

Thia theorem ia a generalization of reaulta [l] for 

homogeneoua ayatema.

In dimenaion two, the loweat poaaible for homogeneoua 

ayatema, one can oaat off condition of concavity.
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Theorem. In the case of two-dimensional systems with 

a Hamiltonian satisfying some weak additional properties 

(but not necessarily concave on X  ), having a natural 

economic interpretation, there exists a finite number of ray 

which are weak limits of extremal ares. (It means that me

asure of time when extremal arc is far from one of rays, is 

bounded when T  +oo ).

In higher dimensions the extremals can be more compli

cated.

Theorem. Por n>5 the system (1,2) can typically 

have quasiperiodic attracting solution, i.e. X(-t+T)= f̂ 3cCt) 

for some fX.'t > 0  and all "t . (The property is called ty

pical, if systems having this property form some open 

subset in the space of ell systems of the given class with 

a natural topology).

Some results are also obtained concerning destruction 

of these periodic attractors when discount rate is small 

positive.

Reference:

1. Hamiltonian Dynamics in Economics, 

mic Theory, 1976, vol.12, No.1.

In: Journal of Eoono-

Institute of Control Sciences, 

Profsoyuznaya 65, Moscow, USSR
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A METHOD OP A CHOICE OF AH EXPANSION STRATEGY OP THE WATER 

SUPPLY SYSTEM WITH RANDOM PARAMETERS 

Andrzej URBANIAK, Poland

The paper deals with the problem of choosing an expansion stra

tegy of the water supply and wastewater treatment systems under 

uncertainty. The problem is formulated in term of a stochastic 

linear programming problem, in which the coefficients of an ob

jective function and the vector of the right-hand side of the 

constraints are random vectors. These ones are described by the 

aid of an approximate probability density functions. Thus, we 

assume that a given random vector b takes the values from the 

interval (b .̂bjj,) with probability In the paper, we present 

the different formulations of the stochastic programming prob

lem taking into account their usability for the proposed model 

of the system. We choose the formulation based on Dantzig and 

Hadansky’s formulation of the problem, which takes into account 

the speoyfication of our problem and can be solved in the fini

te time. Using this formulation, we can transform our problem 

to the linear programming problem.

The expansion strategy model of the water supply system consists 

of costs criteria (the capital and operating costs of system ob

jects, the cost of an environmental protection) and constraints 

which concern the water demands for users, the maximum capaci

ties of water intakes, treatment plants and main pipelines. 

Taking into account R realizations of the random vector b̂ ,, 

r=1,2,...,R, we formulate the extended set of constraints.

Thus, we have R-tiraes more relations of the constraints. Fo*' 

the coefficients of the objective function, v.e assume the G
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cost scenarios. Thus, we hare S ohjectlre functions ? , s>1,2, 

of the problem. Addltlonaly, we Introduce the objective 

function to penalise the sun of violations of the constra

ints. For the given scenario s, we obtain the blcrlterlon pro

blem with cost function F® and the penalty function F^. Final

ly, we have the set of S problems which can be formulated as 

following:

Min: (F®,F^)

subject to extended set of the constraints, 

for St. 1,2,...,S.

These problems can be solved by the aid of the parametric li

near programming method which gives the sensibility analysis 

of the solutions.

For the estimation of the solutions, we propose the coefficients 

which present the mean values of the object and the confidence 

level of the solution.

At the end, we present the Illustrative example and formulate 

final remarks for next researches.

Address:

dr Andrzej URBANIAK

Institute of Control Engineering

Technical University of Poznah

ul. Plotrowo 3a

60-965 POZNAA

Poland
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SCHEDULING CARGO ARRIVALS FOR INVENTORY

REPLENISHMENT

David Romero Vargas 
MéxI CO

Alciblades Papacostas Casanova 
México

ABSTRACT

A f e r t l l l z e r s  f actory located at  the Pa j a r i t os  Harbour 
In the Gulf of México uses two kinds of phosphoric rock as 
main raw ma t e r i a l s .  Both kinds of rock share the factory 
warehouse.  Although some phosphoric rock Is home produced 
and suppl ied to the f actory warehouse by t r a i n ,  most of the 
rocks is imported and t r anspor t ed by cargos.

Some cargos are working permanently with the company 
and t he i r  schedules are determined in advance.  Addi t ional  
one- t r l p  cargos have to be hi red in order  to f u l f i l l  Inventory 
needs.  These cargos are a l l  of equal s i ze and t r anspor t  only 
one product  at  a t ime.

The problem then cons i s t s  in schedul ing the one- t r i p  
cargos for up to one year length per iods and should consider :  
factory product ion plans,  inventory po l i c i e s ,  and operat ing 
cons t r a i nt s  of the only ava i l abl e  dock -/whichis shared with 
other vesse I s .
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Inventory po l i c i e s  requi re to mantaln the warehouse 
as ful l  as poss i b l e ,  being mandatory to s a t i s f y  the safety 
stock for  each kind of rock.

For thi s  schedul ing problem, a de t e r mi ni s t i c  model Is 
proposed.  The sol ut i on method, using a combinat ion of 
de t e r mi n i s t i c  s imulat ion and a back- t rack technique where 
the search branches have been s u i t ab l e  pruned,  has been 
s a t i s f a c t o r i l y  Implemented in a computer.  Inventory behavior 
and dock u t i l i z a t i o n  are convenient ly p l o t t ed ,  making the 
output  very readable and desc r i p t i ve .

The algor i thm could be eas i l y  general i zed In order  to 
handle more than two product s ,  more than one warehouse,  and 
more than one dock. Furthermore,  some ref inements could be 
implemented In case of large ins tances .

Alcibiades Papacostas Casanova
I I MAS, UNAM
Apdo. Postal 20-726
01000 Alvaro Obregón
Méx i CO

David Romero Vargas 
llE, Sistemas de Potencia 
Apdo. Postal ^75 
Cuernavaca, Mor 
México
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MODELLING OP METROLOGICAL SYSTEMS

by

Gébor E. Veress 

Hungary

An essential problem in natural sciences is the 
mathenatical description of investigated materisis 
using extensive and intensive properties, quantity, 
homogeneity or distribution. Some set theoretical 
models have been Introduced in physics and system 
theory, though the problem remains unsolved till 
this day.

A measure theoretical model for the description 
of materials will be introduced in this paper.

The proposed measure theoretical model is built 
on four basic concepts: element, element property, 
component, component quantity. Using these concepts 
the distribution of material and of material quantity 
according to given element property can be interpreted, 
which can be used to model the inhomogeneity of materials.

This mathematical model is appropiiata for the 
mathematical treatment of problems occuring in metro
logy /cheraometrics, biometrics, psychometrics, 
econometrics, etc/.

The model can be used for describing the operation 
of indirect measurement systems like diagnostical 
systems or quality control systems. In indirect measu
rement systems two types of properties are assigned to 
the constituent elements, the observed property and the 
inferred property. Likely two types of quantities, the 
observed and the inferred quantities are assigned to 
material. As a consequence of this interpretation 
indirect measurement is actually the resolution of 
mixture distribution of msterial or of material 
quantity.

The general applicability of the proposed measure 
theoretical model will be illustrated by examples 
giving the unified description of analytical chemical 
measurements, describing the relatj,onenip between 
chemical structure and biological activity, and 
realizing qualification of foods. Medical diagnostical 
and psychometrical examples will also be presented.



-  376  -

l o  t h e  l e c t u r e  t h e  e d r a o t a g e s  a n d  d l a a d v a c t a g e s  
o f  t h e  p r o p o s e d  m o d e l ,  f u r t h e r  t h e  l i m i t s  a u d  
p o s s i b i l i t i e s  o f  a p p l i o a t i O D  w i l l  b e  o u t l i u e d .  We 
b e l i e v e  t h a t  t h e  i d e a s  s t i m u l a t e d  b j  t h e  m o d e l  w i l l  
e o h e l p  t h e  m a t h e m a t i o e l  d e s c r i p t i o o  o f  o h e m o m e t r i o s l ,  
b i o m e t r i c a l ,  p s y c b o m e t r i c a l  e t c .  a n d  q u a l i f i c a t i o o  
p r o b l e m s  a n d  t h u s  e n a b l e  t h e  w i d e r  a p p l i c a t i o n  o f  
c o m p u t i n g  t e c h n i q u e  i n  t h e s e  f i e l d s .

Mailing address of the author

Technical University of Budapest
H-1111, Hungary Budapest, XI. Gallért tér 4.
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DETERMINATION AND UTILIZATION OF CUSTOMER EL0CTRIC SERVICE 
INTERRUPTION COSTS FOR POWER SYSTEM PLANNING AND OPERATION

Garry Wacker and Roy Billinton 
Canada

Functional planning and operation of a large power system is 

intended to provide a reliable electric energy supply as economically 

as possible. Reliability levels of large power systems have generally 

increased over the past few decades, but the cost of providing that 

reliability has increased at a hi^er rate. Therefore, the v^le 

issue of reliability cost relative to the worth or benefit of having 

that reliability has become an area of major importance to most 

utilities in their concern for responsible planning and operation.

The determination of reliability cost has became a reasonably well 

established procedure, but in contrast, the establishment of the 

societal worth of having that reliability is an immature and imprecise 

process. Among the various methods v^ich have been used to determine 

reliability worth, perhaps the method which has gained most support in 

North America is that of assessing the customer losses associated with 

power interruptions, ie., the cost of unreliability. Customer surveys 

are often used to obtain such information.

This paper presents siirmary results of a mail survey of some 

19,000 electric utility customers across Canada conducted by the Power 

System Research Group at the University of Saskatchewan, Canada, 

during 1980-82. The principal focus of this work was to obtain 

residaitial customer interruption costs and to make iitprovements in 

survey methodology; however, commercial (retail), anall industrial and 

large users were also surveyed. An ĉ verviev/ of the availability of 

interruption cost data and its afplicability is presented.



Cost of interruption data are usually obtained and conpiled 

according to major customer sectors, ie. residential, conmerclal. 

Industrial, farm, etc. comprising the utility load. In general, costs 

tend to be a ftmiction of customer category and of interruption 

diaracteristics (frequency, duration, and time of occurrence) as well 

as other variables sudi as climate, etc. As more data on castomer 

losses are collected and compiled, it becomes possible to generate a 

composite custoner damage function for a particular utility service 

area with a Itnown custcmer composition.

The utilization of customer cost data in the development of 

methods applicable to reliability considerations in power system 

planning and operation are discussed. In particular, the preparation 

of a composite customer dcBiiage function is described, whidi involves 

the contoination of losses of the various customer categories weighted 

in proportion to their respective energy utilization within the 

service area in question. The sensitivities of the resulting 

composite customer damage function with variations of load mix and 

other parameters are explored. The paper describes the application of 

the conposlte customer damage function and other relevant criteria or 

Indices derived from the above analysis in the assessment of 

reliability cost/reliability worth.
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Department of Electrical Engineering 
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í GMERAI.IZAIION OF THE H-TRil7EIiLIHa SALESMM PROBLEM 

Konrad WALK 

Poland

The optimization problem under investigation is defined 

in a finite graph in vfhich both edges and nodes have the 

given wieghts.This graph can be used as a model for such 

applications :

- the optimization of the electrical power distribution 

network of medium voltages,

- the optimization of one transportation problem.

In the first case it is assumed that the electrical 

power distribution network consists of lines which are 

one-sides supplied at the normal work state.The optimization 

problem of the distribution network consists in definition 

the number of lines as well as assignation the electrical 

power consumers to the lines and settlement the sequences 

of the power consumers connections in the lines this way 

that the aimual cost of the distribution network is minimal. 

The annual cost of distribution network consists of both 

the annual construction cost of the network and annual 

operating cost which is defined by the loss of power and 

energy in the network.

In the second case the paths of transport goods from 

stores to customers are calculated.The optimization problem 

of the transport consists in definition the number of paths
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as well as assignation the customers to the lines and 

settlement the sequences of transport the goods this way 

that the summary transport cost Is minimal.The summary 

transport cost depends not only from the length of the 

paths but also from the welgth of the transported goods In 

each segment of the paths.

These problems are formulated as a combinatorial optimi

zation jiroblem.The m 4 m  -travelling salesmen problem Is a 

particular case of It (in case when the welgth of all nodes 

of the graph are equal zero).

The branch-and-bound method Is used for solving this 

combinatorial problem.In order to Improve the efficiency of 

the algorithm we employ both the mexed branching strategy 

of the search tree nodes and the combination of branch-and 

-bound method with heuristic method this way that In each 

node-of the search tree the heuristic solution Is calcu

lated.This approach makes the frequent Improvement of the 

upper bound possible.

University of Mining and Metallurgy 

Al.Mloklewlcza 30,50-059 Kraków
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Shape Optimization of Fillets of Machine Tool Components

Week, M.
Fortsch, F.
Federal Republic of Germany

The shape optimization method presented here for minimizing stress peaks 
at the edge of open f i l l e ts  caused by notch effect is applicable to plates 
with bending action - or shell-like structures with linear-elastic ,  
homogeneous, isotropic material behaviour. The area of the edge which has 
toT>e optimized must be unloaded.

First, starting from the hypotheses that, i f  there is a completely 
constant tangential stress distribution l a ^ l  on a notch surface, 

the occuring notch stress will be minimal, the problem of stress minimiza
tion is formulated in the form of a functional, the integrand of which 
contains the difference between the stress at the edge of the f i l l e t  and 
the optimal-stress. This functional is now approximated by a series of 
purely geometric substitute functionals, the integrands of which contain 
the deviation of the curvature of the actually existing curve of the f i l l e t  
edge from the curvature of an optimized f i l l e t  shape, that is a prescribed 
curvature correction.

Furthermore a variation area is defined, in which the required optimized 
curve of the f i l l e t  edge must l ie .  The optimization problem defined in this 
way, is now discretized by the introduction of splines. If the curve of the 
f i l le t  edge which has to be optimized is described by means of cubic, para
metric splines, the curvature corrections under consideration will be 
obtained as a function of the spline sampling points which are defined as 
optimization parameters. The now discretized optimization problem is solved 
by an algorithm of the non-linear constrained progranming (Powell's 
variable metric algorithm for constrained optimization).
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After i ts  s tart  the iterative optimization procedure goes on automatically 
without any further interventions of the user. Based on a starting geometry 
the stresses at the f i l l e t  edge necessary for the calculation of the 
curvature corrections, are calculated by means of the finite-element method.

As a solution to the discretized optimization problem the new spline sampling 
points of the curve of the f i l l e t  edge are obtained. In the case of conver- 
gency the procedure is stopped, in the other case a new FE-mesh is produced 
automatically with this new geometry and the next iteration is carried out. 
The application of the method to practical problems of mechanical engineer
ing is shown with some examples and the special efficiency of this method 
is demonstrated.

Thus the shape optimization of a C-frame-press is presented for example and 
the quality of the-results is verified by means of photoelastic tests.

Week, M.
Fbrtsch, F.
Laboratoriura für Werkzeugmaschinen und Betriebslehre 
Lehrstuhl fUr Werkzeugnaschinen 
Steinbachstr. 53 B
D - 5100 Aachen, Federal Republic of Germany
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EMERGENCY SERVICE OPTIKIZATIOtl PROBIEHS

Maűrgorzata Wl^oek and Antoni Lig^za 

Poland

One of the moat important factors affecting the possibility 

of removing or softening the consequences of an accident which 

has taken place is the minimization of the time of arrival of an 

emergency service transport unit at the accident point. As the 

man’s life is often the price to be paid, the need for any pos

sible optimization of the emergency service transport system is 

beyond any discussion,.

Among system parameters and elements having direct Influence 

on the arrival time there are purely technical factors (e.g. oar 

paurameters, route system, communication system) as well as orga

nization ones (approach route choice, allocation of emergency 

service transport units). The paper deals with the problem of 

optimal initial allocation of emergency service transport units 

assuring the achievement of a minimal value of some objective 

function characterizing the system performance. A mathematical 

model of the real system, based on ijueueing Systems Theory, is 

introduced and several aspects of the system optimization are 

discussed.

Institute of Control, Systems Engineering and Telecommunication 

University of Mining and Metallurgy

al. t'ickiewicza 30, 30-059 Kraków ^

Poland
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It is assumed that in the area under consideration there is 

given a set of possible initial location points; the whole area 

is presumed to be devided into a number of regions centered 

aroimd the given points. A number of emergency service transport 

units is given. The problem oonsits in finding an optimal ini

tial allocation of them at the given initial location points.

The proposed approach to the problem is as follows. Regar

ding the emergency service transport system as a number of que

ueing systems a simultaneous analysis of them, with respect to 

the Imposed by the problem statement constraints, is performed. 

The number of service channels of each of the queueing systems 

is equal to the number of emergency service transport units 

allocated at the point corresponding to the queueing system; 

its value Is to be determined for each of the location points. 

Several objective functions, such as the expected waiting for 

service time or the expected number of calls waiting for service, 

can be taken into account.

A method for solving the presented problem is proposed, 

noreover, an adaptive approach to the allocation problem (in 

case of changing conditions or insufficient initial information) 

is described. The paper is completed with comments on veirlous 

aspects of possible extensions and the problem statement modi

fications. An outline for further research is given. A few re

marks concerning the implementation of the presented approach 

are enclosed.
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The Analysis of I/O Configurations

Rudo J. Wljbrands 
The Netherlands

Abstract

In this paper we look at the problem of modelling and analysing 

CPU-^lsk communication* One of Che most simple models of this system 

is the central server model. In this queueing network model Che 

computer system Is represented by two types of stations, the CPU and 

Che disk units. All stations are considered to be single server 

stations with a FCFS service discipline and exponential service 

times. The Jobs In the system are alternately processed by Che CPU 

and a disk unit. The model yields a product forn> solution and can be 

analysed e.g. by using the mean value algorithm ((2)).

Reality Is far more complex. In particular Che disk service time 

depends on Che number of clients In the system and Che utilization of 

Che communication network which connects Che CPU with the disk units. 

In figure 1 this Is shown by introducing a channel Into the model. As 

there Is Just one channel In this model, to be used by both the disk 

units, a kind of blocking may occur. The model has no product form 

solution and therefore It Is hard to analyse.

In Che literature, e.g. (1], several Iterative solution methods to 

this problem are suggested. There, a simultaneous use Is made of 

and decomposition techniques. The approach suggested In
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this paper Just uses the aggregation of the channel and the disk 

unit. This can be done by using an heuristic extension of the mean 

value algorithm. Again the computer system is modelled as the central 

server model. The extension of the mean value algorithm lies in the 

recursive estimation of the aggregated disk service time. In each 

recursion step the information about channel blocking and throughput, 

calculated in the preceding recursion, is used to update the disk 

service time approximation. The mean value algorithm shows very 

robust against this extension.

The use of recursion is in particular advantageous when the system is 

to be Imbedded in a computer terminal model. There, on the higher 

level of aggregation, the computer system can be seen as a single 

station with a population dependent work rate. As the throughputs 

for the various populations up to the maximum population are 

generated automatically, this gives a considerable reduction of the 

number of calculations, as compared to the iterative approach.

The solution method is illustrated by looking at an example of an 

IBM/HVS like computer configuration. Validation against simulation 

results shows that our method yields very accurate results.

The method can be extended to distinguish between different types of 

clients, as well as Che case of multiple CPUs.

Some references :

(1} Brandwajn, A. , Models of DASD Subsystems with Multiple 
Access Paths, IEEE Trans, on Comp. 32 (1983), A52^63 

(2] Reiser, M. ,l^venberg, S. , Mean Value Analysis of Closed 
Multichain Queueing Networks, J.ACM 27 (1980), 313-322

K.J. Wijbrands
Eindhoven University of Technology
Department of Matiiematlcs and Computing Science
P.O. Box 513
56ÜÜ MB Eindhoven - The Netherlands
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The stopped distributions of a controlled Markov 

chain with continuous time.

Plotr Zaremba 
Poland

We are Interested In characterizing the possible stopped 

distributions (by randomized stopping time), of a controlled 

temporarily homogeneous Marlcov process.

Let x\x^,...,x" will be Markov processes defined on the 

ŝ une probability space with value In the state space (E,c).

Let p\p^,...,p" denote Markov kernels (Markov transition 

functions) of X^ (X^,... ,X̂  ̂ respectively.

Definition 1 -[3]

A measurable function o= (o ̂ ,02»... »ô ) :E-» [0,1 ] Is a control 

(o€L) If Ve€ E a ̂ (e)+02 (e) + ...+0 (e) *1

Definition 2 -[3] - discrete time

A Markov process X° with a Markov kernel p'’ we will call 

a Markov controlled process with a control o If- o£ E and 

Vee E P° (e, •) = (e)p'' (e, .)•̂ 02(e)P^(e,.)■^.. .Oj^(e)p"(e,-) .

Definition 3 - continuous time

A Markov process X° with a Markov transition function P°

we will call a Markov controlled process with a control o 
n n .

If o e E and • Vf e n D , Ve e E A°f(e) » E o .(e)A^f(e)
1=1 A 1=1

where A^.A^, 1 1 £ n are InfInll^slmár generators of

semlgrups of transition functions P°, P^, l£l£n respectively.

In [3] Is given a characterization of stopped distributions 

of a controlled Markov chain with discrete time.
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Theorem 1 -[31

If ,X2». . . . are discrete time processes and E is a 

countable set then:

n
3a € I 3T£ rst x“ ~ m -• X° ~ v «• Vf £ fl S . <u,f>^<v,f>

°  ̂ i=1

where Sp denote P-excessive functions.

Theorem 1 is a partial generalization of the Rost [1] result 

for uncontrolled case. In [2] Rost gave us the characteriza

tion of stopped distributions of a continiuous time Markov 

process. In that paper we characterize stopped distributions 

of a controlled Markov chaim with continiuous time.

Theorem 2

If are continiuous time processes and E is

a countable set then:

n
3o £ I 3T£ rst X° ~ u-► X® ~ v » Vf £ n S <y,f>Xv,f>

i = 1 P

Theorem 2 is proved in the paper by Rost [2] theorem and some 

geometric considerations in Banach space similar to those 

considered in the paper [3].
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ON THE GENERALIZATION OP MORfaSON*S METHOD POR 

SOLVING CONSTRAINED MULTICRITERIA PROBLEMS 

V,G. Zhadan 

USSR

Consider the multicriteria minimization problem

min f(x), X«{x sR“ | g(x)^0} (1)
zcX

where the mappings f« and gt R“-»rf“ are continuous*

The values of the mapping f(x) define the set of attainable 

objectives Y« |ycR^l y«f(x), xexj-* Me consider the weak 

Pareto-optimal objectives set

Y. -iyeYl max ( y^-y^ ) ̂  0 V yeY]
'• 1il4r

and the corresponding set X,» as the solution of the

problem (1).

A, Wlerzblcki proposed to use the penalty functions me

thod for solving the problem (1). Here the Morrison's method 

generalization is proposed.

We denote the positive and the negative orthants of R^, 

where l=r+m, by R^ and R^, respectively. Also we Introduce 

an auxlliaiy nonnegative positively homogeneous function Q(z) 

that equals zero If z*r ][. The simplest example of such a fun

ction is Ip-noim of vector z^»

Let vector-valued function h(x,y), where ysR^, be such 

that Its first r components are f^(i)-y^ and the other m 

components are g^(x). In this case the function H(x,y) « 

>Q(h(x,y)) can be constructed, ^

Suppose that the Initial vector y^cR^ is given and 

yjjffŶ , where Y^» Y-t-R̂ , Suppose also that an arbitrary direc-
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tion eeint la chosen. The foilwing iterative process is 

some generalization of the first version of Morrison's method 

for solving the problem (1)

XjjCArg minjjH(x,yjj.), “ yfc + o(X)j,yjj,e) e, (2)
X£'R

where c(x,y,e) » H(x,y)/Q(e,0). It is proved that at each 

step the vector int and all accumulation points of

the sequence Xĵ  belong to the set X,.

Supposing in addition that the function Q(z) is diffe

rentiable on exept the boundary of the orthant we

can construct a generalization of the second version of the 

Morrison's method, where

o(x,y,e) -(Q^(h(x,y)),h(x,y)) /(o^(h(x,y)),e) (3)

Here Q^(z) denotes the first r components of the gradient

Q^C^) function Q(z). The process (2) with the coef-

fitient choice according to (3) can be applied for convex 

multicriteria problems only.

In the proposed methods the vector criterion and con

straints are convoluted jointly in one common criterion. The

initial vector y^ can be considered as a parameter. Different

choice of y^ define different weak Pareto-optimal objectives 

from the set Y, , The other way of obtaining different weak 

Pareto-optimal objectives consists in fixing the vector y^

and changing the direction e.

Computing Center of the USSR Academy of Sciences 

40 Vavilov str. MOSCOW 117967, USSR.
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Computer Aided Management System for Construction Projects

J.P.Zilahy - L.Z.Tornyi - T. Virágh 
Hungary

The address discusses the model of a management control system, 
called ” HOPIR ” and designed for housing and public construc
tion projects based on prefabrication technology. The develop
ment of the system has been sponsored by the Central Research 
Development Program of the Hungarian Goverment.

Housing construction is one of the high priority areas of the 
Goverment’s welfare programs.
The management of housing projects involves the solution of 
complex engineering and finanacial planning problems, and the 
efficiency and cost effectiveness of such solutions are of the 
greatest importance for the national economy.

The Structure and Functions of the System
The system includes the following subsystems: Engieneering 
Subsystem / or Technical Planning Subsystem - based on the 
opinions and requirements of home owners /; Precasting Production 
Control Subsystem; Storage And Transportation Control Subsystem; 
Subsystem; Resource Control Subsystem.
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Mathematical Methods Applied in the System
The system has been developed for the ES 1011 Computer produced 
by VIDEOTON and adapted for operating the DMS 600 data base 
management system. The data base has a logical stucture suited 
to the peculiar traits of the management process and it contains 
the various data - such as technical and performance standards - 
used by the several subsystems.
The data-base management system has a CODASYL-type networking 
structure, and is suitable for handling complicated interrela
tions required by some routiens.

The operations perfomed by the various subsystems are described 
in CPM-type networks, with the exeption of the Site Management 
Subsystem, for which - taking into account the stable mannig



levels and the requirements which usually apply to assembly- 
-line type operations - a special line balancing algorithm has 
been developed by the Construction Department of the Technical 
University of Budapest.

Precasting take place on permanent sites, and it involves a num
ber of reccurent processes the optimization of which is achieved 
by the aplication of simulation techniques.

The fundamental objectives of the system are: shorter lead times; 
cost reductions in terms of material,energy, transportation, 
and labour costs; improved labour performance. The individual 
subsystems are centered around these objectives.

As the winner of a system development and application competition 
jointly sponsored by the National Committes for Technical Devel
opment, the Central Bureau of Statistics, and the Ministry 
of Building and Urban Development - the " DÉL̂ P̂" Construction 
and Civil Engineering Company has received a grant to control and 
coordinate the development of the above described management 
system, in cooperation with Hungarian univesities and research 
organizations.
i

The application of the system offers the following advantages to 
construction companies:
- provides comprehensive, computer aided management support for 

the entire project cycle from concept to turn-key commissioning,
- helps to reduce construction costs,
- enchangues effective management at a ll levels by providing 

real-time interactive information accessing which is a signi
ficant new development in the field of industrial computer 
applicators in Hungary.

Construction companies in Hungary and in some other COMECON 
countries have also shown substantial interest in the system.
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Some Applications of a Duality Concept 

in Totally Ordered Sets 

Uwe Ziramermann, Kaiserslautern, FRG

During the last years we investigated duality concepts in totally 

ordered sets. The approach was motivated by some observations about 

algorithms for solving sharing problems, i .e .  problems of the form

min max f.:(x.)
xeP j

where P denotes the set of optimal solutions and f j ,  j=l . .n ,  de

note functions defining costortime criteria.  The concept leads to 

efficient methods for solving problems with different types of con

straints, e.g. linear, combinatorial and convex constraints.

A further motivation arose from the discussion of balanced network 

flow problems. A network flow in the classical one-source-one-sink 

model is called balanced, i f  the flow value in every arc is boun

ded bysome proportion of the total flow from source to sink. Appli

cation of the general dual approach leads to a genuinely polynomial 

method for maximizing total flow on the set of all balanced network 

flows. Recently, we generalized balanced network flows to balanced 

submodular flows. Again, the dual method applies and leads to a 

method for solving balanced submodular flow problems. Here, the 

method is of genuinely polynomial complexity modulo the complexity 

of submodular function minimization.

Similar, as in the case of sharing problems*" balanced problems may 

be considered for quite different types of constraints. Here, addi

tional bounds depending on a single parameter are introduced in
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order to balance feasible solutions, e.g. we may consider 

max{z I x£P, l(z) sxsu(z)) .

Again, we can apply the general dual method in order to derive e ff i 

cient methods either for maximizing the parameter or for checking 

the existence of balanced feasible solutions.

The efficiency of the resulting method is mainly due to the fact 

thatthedual approach exploits the special structure of the re

spective constraints. In fact, the main effort is usually spent for 

constructing a feasible solution for certain fixed values of the 

parameter. Then, complexity bounds are derived from the complexi

ty of the feasibility procedure times the number of occuring fixed 

values. Although the lat ter  number can often easily be shown to be 

finite,  some intricate arguments are necessary to derive efficien

cy. Since feasibility procedures are quite wel1-developed and 

efficient implementations are often known, we suppose that there- 

suiting procedures will lead to fast codes for many of the consi

dered problems. Some preliminary numerical experiences on sharing 

problems support our claim.

Finally, i t  turned out that the general dual approach yields sur

prisingly simple proofs of classical duality results, e.g. for 

linear and convex programming problems.

Prof. Dr. U. Zimmermann 
Fachbereich Mathematik 
Uni versi tat Kaiserslautern 
Postfach 3049

D-6750 Kaiserslautern



Shape Optinization and Free Boundary Probleas 
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These ten last years the shape optimization problem 
was simply understood as the best shape problem for a 
physical system [l] ,... - a criteria function J(fl,y)
being minimized by selecting the shape (2 (y is the 
solution of a well posed boundary value problem on the 
domain Q ). The solution y is then controled by the 
domain Í2. To get the shape gradient G ( [5] > [6] ) of 
the criteria function two steps are necessary ; the 
shape sensitivity analysis of y and the introduction 
of an adjoint equation. For numerical computation three 
technics have been developped to get an approximation 
by finite element method of the gradient G.
,The next developments- are now in several directions :

a) For some particular problems it turns out that 
the shape sensitivity analysis of y is not necessary 
and then many results are extended to non smooth problems.

b) On the other hand for some unilateral problem (e.g.
; The control of a contact set [10],[3])> and for incremen-
|‘ tal methods (when following a large deformation in
■ elastic of . viscoplastic non Neutonian fluid) just
ii the shape derivative y* ([S]>[6]) is necessary in

particular when the state equation solution y is itself 
a physical flow vector speed and V a virtual deformation 
speed of the shape (as introduced in [S], [6] and [ll])

[ the shape derivative y'(V) of y in the direction V
] is used with V=y. For a large class of elliptic second
[ order unilateral problems y' has been characterized [3]«

K d) Free boundary problems for stationnary fluid flow.
I Two new methods are being developped numericaly as
^ well as theoreticaly. We shall present three examples :

d-l) Non linearized water waves in a two dimensional 
canal, using a gradient method for an auxilary criteria 
function [10] and using a direct shape variational 
formulation of the Bernouilli free boundary condition [8],
[9].
d-2) A Newton shape method (second order method) to 
solve a free boundary in a non Newtonian flow (Norton- 
Hoff flow) [12].

d-3) Finaly some older results will be presented relati
vely to the shape variational formulation of a free 
boundary arising in adrabatic plasmas physic (H.Grad 
equations).

c) Non differentiable problems including unilateral 
constraint problem such as obstacle problems and actuors



on sensors best location problem [li].
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