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Welcome Address by the EuroSPI General Chair

Dr Richard Messnarz

EuroSPI is an initiative with 3 major goals (www.eurospi.net):

1. An annual EuroSPI conference supported by Software Process Improvement Networks from different EU countries.
2. Establishing an Internet based knowledge library, newsletters, and a set of proceedings and recommended books.
3. Establishing an effective team of national representatives (in future from each EU country) growing step by step into more countries of Europe.

Dr Richard Messnarz

EuroSPI established a an experience library (library.eurospi.net) which will be continuously extended over the next years and will be made available to all attendees. EuroSPI also established an umbrella initiative EQN (European Quality Network) which is funded by the EU Leonardo da Vinci Programme and establishes an European certification unit for T & Services professions. I therefore expect that EuroSPI partners will closely collaborate to form a group of national institutions in Europe representing a set of certified professions related with innovation and management.

Finally, keep in mind what companies stated about EuroSPI: "... the biggest value of EuroSPI lies in its function as a European knowledge and experience exchange mechanism for SPI and innovation".

Welcome to Budapest by Dr Miklós Biró

Dr Miklós Biró

Local Chair

It is a pleasure welcoming EuroSPI in Budapest at the heart of the historical Castle District, one of UNESCO's World Heritage sites eight years after the success of its predecessor also organised in this city. One of the key enablers of progress during this period was the spread of Information Society Technologies which had a definite impact on Software Process Improvement as well, making it possible to seamlessly produce software systems globally, with components developed in locations distant in space and time.

Being boosted by technology, globalisation is however a process whose history goes back to the times of Chandragupta Maurya, founder of the first Indian empire (321 B.C.) and Alexander the Great whose troops were the first to open the route from Europe to Asia called Silk Road later. The business significance of globalisation was also clearly recognized by Adam Smith back in the 18th century.

The new opportunities offered by global Software Process Improvement are rooted in financial, and educational advantages, while the transfer of organizational maturity and the management of cultural differences means new challenges.

Among many of the countries represented at EuroSPI'2005, the above issues are highly relevant in Hungary as a new member state of the European Union. Budapest is by consequent a perfect ground for opening the scope of EuroSPI, reflected in these proceedings, to both business and research communities especially interested in the following issues:

- Process improvement, intellectual asset creation opportunities and concerns in outsourcing, offshore development center operation, acquisition.
- "Advanced capabilities in the engineering and management of software systems, services and applications" [EU FP6 IST priority, WP 2005-06]
- Innovation strategies and experiences.

The expanding scope together with the expanding network of experts joining the knowledge and experience exchange community contributes to the globally beneficial impact of EuroSPI.
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Extreme Programming and Rational Unified Process – Contrasts or Synonyms?

Per Runeson and Peter Greberg
Lund University, Sweden
per.runeson@telecom.lth.se

Abstract

The agile movement has received much attention in software engineering recently. Established methodologies try to surf on the wave and present their methodologies as being agile, among those Rational Unified Process (RUP). In order to evaluate the statements we evaluate the RUP against eXtreme Programming (XP) to find out to what extent they are similar and where they are different. We use a qualitative approach, utilizing a framework for comparison. We conclude from the analysis that the business concepts of the two – commercial for RUP and freeware for XP – is a main source of the differences. RUP is a top-down solution and XP is a bottom-up approach. Which of the two is really best in different situations has to be investigated in new empirical studies.

Keywords
Agile, XP, RUP, comparison, framework analysis

1 Introduction

The agile movement has appeared the last years as an alternative direction for software engineering [1]. Among the agile methodologies, eXtreme Programming (XP) is the most well known [3][5]. In the current agile boom, many established software engineering methodologies try to present themselves as being agile. The Rational Unified Processes (RUP) [18] is among those, providing “plug-ins” to RUP for eXtreme Programming’. Thereby they offer a downsized version of RUP, which is stated to be lightweight, agile style.

Both methodologies share some common characteristics; they are iterative, deliver incremental releases, customer-oriented and role-based [2]. RUP is generally not considered agile; rather it is criticized for being too extensive and heavyweight. RUP comprises 80 artifacts, when fully instantiated, while XP stresses a few key artifacts; the code, unit tests, user stories and similarly. RUP has 40 roles while XP has five.

These issues lead us to the main research question in this paper: Do RUP and XP match together? Are they synonyms, or are they contrasts? There are existing comparisons, e.g. by IBM [12] and Ambler [2], which compare the technical content and purpose of the two. Our research approach to investigate the question is a qualitative framework analysis. Using a modified version of a standard question framework, we investigate similarities and differences between RUP and XP.

2 http://www.agiledata.org/essays/differentStrategies.html
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small to medium sized software development teams. XP is intended to meet the demands of a context with unclear and volatile requirements. The methodology is not primarily commercial; instead there is a set of people – a community – who evolve and develop the methodology as such, as well as tool support (freeware), to advance and support XP development projects.

The origin of RUP and XP are similar. They are both based on experience from software engineering. Both are evolved during the same decade, although RUP has its roots earlier.

There are two different underlying philosophies behind RUP and XP. RUP takes to a large extent a technical management perspective while XP focuses on the development staff. RUP is originally designed to support large projects, while XP is originally designed for small to medium sized projects, for which type of projects several experience reports are published, see e.g. [10][14][21]. The distribution of the methodologies is different; RUP is primarily commercial and XP is primarily freeware, although RUP can be accessed through books, and XP is commercialized by consulting companies.

3.2 Why?

We analyze advantages and disadvantages for the two methods from three perspectives, technical, financial and social points of view.

Technical perspective. On the technical side, RUP is provided together with a large package of development tools and documents. It is delivered online via the web, and updated in new releases. It can be tailored and extended to suit the individual organization's needs. One major sales argument for RUP is the integrated tool-suite, although it is debated how well they integrate.

XP on the other hand strives towards simplicity. It comes with more loosely connected tools, which are developed in the XP community, to support specific practices, e.g. Junit for unit testing.

RUP is a large collection of processes, artifacts and roles. This must be scaled down for most projects except for the very largest ones. XP starts in the other direction, with a minimal core of values and practices, which has to be scaled up to fit larger contexts.

Financial perspective. The financial issues are different in the distribution and support of the methodologies, since RUP is a commercial product and XP is freeware as are most of the related tools. The financial power behind RUP is used for marketing giving more visibility to RUP. Rational Software is owned by IBM, which has good reputation in the software industry.

On the other hand, why should one pay for something that can be achieved for free? Effort must be spent on tailoring RUP, why should an organization then pay for it as well? [11] XP offers the freeware solution, which is financially advantageous, but may cause social reactions. Both approaches require tailoring and transfer effort before established in an organization.

Social perspective. The social aspects of RUP and XP are also related to the commercial versus freeware discussion. Larger software development companies are used to buying software licenses, and hence buying licenses for methodology is quite natural. The freeware principle behind XP is met with skepticism. Can something that is for free be good? The situation is very much like the open source situation. Free software is offered from the open source community and software is licensed from commercial companies, e.g. the Linux operating system versus Microsoft Windows.

The choice is of course primarily technical and financial, but there is a significant social aspect. Smaller organizations and technical staff show a tendency to be more in favor of the freeware/open source approach, while large organization and management are in favor of the license approach. The good reputation and financial strength behind RUP are management arguments, while on the technical level, people know that both approaches need tailoring and hard work tend to choose the method which is least complex, and puts the technical work in focus.
3.3 When and Where?

Regarding the time dimension, the development in RUP is organized in four sequential phases, **inception**, **elaboration**, **construction** and **transition**. These four phases constitute one development cycle, producing one release of the software. Within each phase, there are a number of iterations, and the four phases have their main focus on different activities, although all activities are run in parallel, see [13][18]. **Inception** stresses business and requirements, **elaboration** is architecture-focused, **construction**, is mainly implementation and test and **transition** has its main focus on deployment and change.

XP has its main focus on the produced code, independently of the time aspect. In the beginning of a project, the focus is on the product core, and later on features, but it is a code focus all the time. The design evolves as the software evolves. The **simplicity** value and the **simple design** practice emphasize that the design shall be as simple as possible for the current needs, not for future possible needs. Like in RUP, design and analysis activities are not concentrated to the beginning of the project, but intertwined with the development in the **planning** activity.

Both RUP and XP stress short iterations, although iterations in XP are even shorter than in RUP. In XP, iterations range from seconds in the pair programming activity, via days in the stand-up meetings to months in a release plan, see [3][5]. The iterations in RUP are less frequent, in the magnitude of weeks or months.

Both methods strive towards short lead-time and efficient use of resources. The XP principle of developing only what is absolutely necessary, indicates that XP will be the most efficient method. On the other hand, only empirical studies will provide sufficient answers to the question.

The geographical dimensions are not explicitly addressed in either methodology, but are present implicitly in both. RUP originates from a context of large distributed development projects, and its approach with artifact-based communication is intended to support this kind of geographical situation. The philosophy behind XP is based on direct, oral communication, both internally in the project and externally towards customers, hence requiring a limited geographical distribution. In practice, XP teams must be located in the very same room to gain the most benefits of the methodology. Even being located at different floors in a building has caused communication problems [15].

3.4 How?

This section deals with the technical content of the two methodologies. We analyze the extent of the methodologies, the organization of the methodologies and the tools support. Regarding the organization, we analyze common aspects, and try to find similarities and differences between the two. The analyzed aspects are flexibility, project drivers, customer relation, releases and technical work.

**Extent.** RUP consists of a large collection of documents, role descriptions, activities etc. RUP stresses the need for tailoring to a specific organization, which in most projects equals downsizing of the methodology. RUP is considered and criticized for being "heavy-weight".

XP is very lightweight, both in its presentation and in the practical application. Everything that is provided to start using XP in a project is covered in each of the sequence of books published on the theme, e.g. [3][4][5][6][7].

An indication of the difference in extent of the two methods is illustrated in Table 3, where all the roles of an XP project are presented, with their counterparts in RUP, constituting a small subset of the RUP roles. In total, RUP comprises more than 80 major artifacts, 150 activities and 40 roles [18].

In summary, RUP is a much more extensive methodology than XP, for good and for bad.
### Table 3. XP roles and their counterparts in RUP

<table>
<thead>
<tr>
<th>Team</th>
<th>XP roles</th>
<th>RUP roles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Customer team</td>
<td>Customer</td>
<td>Requirements specifier</td>
</tr>
<tr>
<td></td>
<td></td>
<td>System analyst</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Project manager</td>
</tr>
<tr>
<td>Tracker</td>
<td>Test analyst</td>
<td></td>
</tr>
<tr>
<td>Tester</td>
<td>Tester</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Test system administrator</td>
<td></td>
</tr>
<tr>
<td>Development team</td>
<td>Programmer</td>
<td>Implementer</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Designer</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Integrator</td>
</tr>
<tr>
<td></td>
<td></td>
<td>System administrator</td>
</tr>
<tr>
<td>Coach</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Flexibility.** Both methodologies stress the word flexibility. In RUP, it primarily means tailoring to different needs in different contexts and its focus on iterations. In XP flexibility means continuous change, based on the feedback loops. The short feedback loops require continuous actions. The 12 practices can be implemented differently in different projects. The values are the stable core of XP, while everything else may change.

**Project drivers.** RUP is defined as being use case driven, i.e. descriptions of use of the system are implemented, and continuously integrated and tested. XP applies test-driven design, i.e. test case are derived and implemented before the code is written. XP has user stories to guide what to implement. These user stories are less extensive descriptions, compared to the RUP use cases, where the complete scenario for the interaction between the user and the system is defined.

Regarding planning, both methodologies agree on that a complete project cannot be planned in detail. RUP proclaims continuous changes in the plans, while XP advocates planning only the very near future in detail.

**Customer relation.** Regarding the customer relation both methodologies stress the importance of a close relation to the customer, but still this issue is very different. XP assumes the customer be involved in person in the team to "answer questions, resolve conflicts and set small-scale priorities" [3]. This is later turned into "an XP project is controlled by an assigned person, defining requirements, setting priorities and answering questions from the programmers". RUP is more flexible on the implementation of the customer relation. It is not always possible or even feasible that the customer is present in person.

**Releases.** RUP defines a release to be "a stable, executable version of a product and its necessary artifacts" [18], while XP defines it to be "a set of user stories creating a business value" [6]. The XP practice *small releases* and the RUP item *develop software iteratively* are very similar, assuming that a release can be both internal and external.

**Technical work.** XP involves two controversial practices, *collective ownership* and *refactoring*, which are tightly connected. They are also highly dependent on the *continuous integration* and *testing* practices, which constitute the quality assurance mechanisms. These practices are based on the principle of *sharing* responsibility. In RUP, which originates from larger systems, different project members are responsible for different subsystems, thus the underlying principle is *division* of responsibility.

**Tools.** The RUP process as such is guided by a tool, and there are suitable tools for e.g. modeling that interface with the methodology. As the methodology is so extensive, this is absolutely necessary, to guide the user. This is also a part of the commercial success of RUP.
XP does not proclaim any specific tools. There are tools offered by the community, e.g. Junit, but any kind of CASE tools and project management tools can be used in XP. However, it is worth noticing, that in its original form, whiteboards, paper cards and pens are the most mentioned tools in XP.

Who? What characterizes the developers and organizations using RUP and XP respectively? XP focuses on the individual developer, empowering the technical level in the organization. It is based on direct communication between stakeholders, and requires courage, as openness and honesty are important. This requires the staff and organizations acknowledge and maintain these kinds of characteristics and values. It requires team workers solving problems in teams, and not feeling discomfort for peer reviews.

RUP does not focus on the individual developer, but emphasizes the roles, which are tailored to specific projects. It prescribes documentation, which puts demands on the staff to be motivated to spend effort on preparing and maintaining the artifacts.

The origin of the methods are different, RUP originates from large projects and organizations, and XP from the small. This fact permeates the methodologies as such, as well as its advocates and critics. RUP is a top-down methodology, typically advocated by management while XP is a bottom-up methodology, typically advocated by the technical staff.

4 Conclusions

In this paper, we have analyzed the similarities and differences between RUP and XP methodologies, based on a qualitative framework. Although many keywords and key values are the same, the two methodologies are quite different. Common values are user/customer involvement, iterations, continuous testing and flexibility. The implementation of these values are however very different. RUP offers an extensive process description, comprising artifacts, roles, activities, integrated tool-suites etc. XP on the contrary stresses values and principles, rather than prescriptive instructions, and focuses freedom and simplicity. The distribution channels are different, RUP being a commercial product by a large company, and XP is freeware, maintained by a community of volunteers.

We conclude from this analysis that the two in many aspects are in contrast. The situation is very similar to the Windows vs. Linux case. One is commercial, the other is freeware. One tends to be advocated by managers, the other by engineers. Still both are operating systems for personal computers. It is important to be aware of this social aspect in the selection of RUP or XP. Which of the two is best suited for certain types of projects needs to be further investigated in empirical studies.
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Abstract

The goal of European industrial practice to support high-value software production in diversified domains has led to the development of a huge number of process model variants. However, these diverse models are hard to compare, which hinders efficient collaboration and software process improvement on a European level. Process managers see a growing need for approaches that support stakeholder collaboration, systematic process mapping, and transformation of processes to improve their leverage in software process improvement. In this paper we present the V-Model XT (VM-XT), a flexible software process model approach that has recently been announced as standard for public sector IT projects in Germany, as promising opportunity to help provide a unifying European software process model "umbrella". Based on the strengths of the VM-XT we suggest research directions for advanced support of software projects: (a) effective business value translation to engineering solutions that strengthens stakeholder collaboration, (b) process mapping that enables collaboration in projects that have to reconcile several process models, and (c) process "product lines" to capture the variability of software processes on domain and company levels and thus systematically help investigate best-practice approaches to software construction. We discuss these concepts, the contribution of the VM-XT, and conclude with next steps for research and validation.

Keywords
Software process improvement, V-Model XT, value-based software engineering, business value translation, software process mapping, process product lines.

1 Introduction

A common goal in software engineering is the construction of most valuable high-quality software products. However, concepts of high quality and value depend on the needs of involved project stakeholders to be able to define "business value" and translate it into software products [4, 5, 18, 20].
A subsequent ongoing challenge in modern software engineering is to establish a balance between product quality, functional range, development duration, and development cost. Software processes define development methodologies, independent of individual projects, regarding (a) process steps, performed in pre-defined sequences, (b) products, (c) activities and responsibilities, and (d) sets of methods and tools to support project work in order to improve project planning and execution.

A defined software process provides the basis to gather experience and data for systematic process improvement and can so lead to better products. However, the wide range of available software process approaches, which were often developed to fit specific application domains, project complexities, and project sizes, make it a challenge to compare best-practice experiences and select a ready-made process for any given project context. Therefore, many organizations customize their software processes according to their individual requirements based on well-known process models, e.g., the System Engineering Method (SEM) of Siemens PSE (Austria) and Promet (IMG, Switzerland) [16].

However, if the underlying model needs to be changed, it is often very difficult to propagate these modifications to the models customized from the underlying model. Managers of individual projects and customers – especially in the public sector – may have a stake in the application of a specific software process model; in a multi-company project this often means to reconcile several process models to define an effective process model for the project at hand. These process diversifications and wide range of requirements fuel a need for a means to assess the comparability and compatibility of two or more software process models.

A first step can be to find out, to what extent two process models fit together in their current form; a next step could be to find a meta-model that presents a unified process model to which existing process models can be mapped. On European level this approach allows to compare and use process models, which implement national regulations and/or domain-specific needs, under a common umbrella. Such an approach for unification that allows systematic diversification is in line with the EU Lisbon declaration goals to support European knowledge management in the area of software processes: software process models contain knowledge on how to make successful products; they can be used for knowledge acquisition and transfer, e.g., by providing structure to e-learning approaches.

Such an umbrella could be derived from the V-Model XT (VM-XT) [17, 23], a very flexible new software engineering process model that covers the whole life-cycle within a framework of IT solutions (systems engineering). After more than a decade of experience with previous releases [22], the VM-XT was released by the German Ministry of Interior in February 2005 as mandatory process model for public-sector IT projects in Germany. The process model is supported with a set of open source tools.

The VM-XT concentrates on the technical software engineering process with special attention to the “call for tender” as preliminary process step and an enhanced involvement of the customers within the project course. Additionally, the VM-XT allows tailoring individual approaches according to different project types (including the implementation and improvement of software processes) and combines systematic process guidance with more flexibility than most other software process models: the VM-XT provides a framework for software development, with the potential to grow into a European software process model.

Based on these strengths of the VM-XT we suggest three research directions for advanced support of software projects.

1. **Business value translation that strengthens stakeholder collaboration:** Economically successful projects are based on understanding stakeholder value propositions [4] and translating them into IT requirements and engineering solutions (see Figure 1). This remains a challenge, especially in IT projects with a public “call-for-tender”. The VM-XT pays special attention to this preliminary phase and integrates success-critical customer contributions. Research can enhance the technical focus of the VM-XT with better integration of input from business process models, such as Promet [16]. Another challenge of value creation is to realign requirements and engineering solutions that evolve concurrently during the course of the project with proper synchronization mechanisms.

---

1. http://www.pse.siemens.at
While software process models propose synchronization mechanisms that work well for in-house projects, collaboration in distributed projects, potentially across several companies and countries, needs more advanced process support.

2. Process mapping that enables collaboration in projects that have to reconcile several process models. VM-XT enables tailoring of particular process modules during the project course, e.g., adding individual process modules. This flexibility eases mapping other process models to VM-XT (e.g., for organizations, which want to use their in-house process model to bid for a public-sector IT project in Germany and have to show compliance with the VM-XT). Further, VM-XT can be used as common representation for several other process models and support more efficient mapping between any of these models (e.g., for process managers in multi-company projects, who have to derive a common process model that fits the project partners' needs and competences); in many cases today a difficult task.

3. Process “product lines” to capture the variability of software processes on domain and company levels and thus systematically investigate best-practice approaches to software construction. Many projects have to consider domain-specific business requirements, e.g., dependable systems, financial transaction services, security-related applications, embedded systems [12]. Consequently process managers see a strong need to describe domain-specific software processes (see also approaches in CMMI [7, 8, 13] and SPICE [9, 11, 15, 21]). We propose a process “product-line” approach [19] that uses VM-XT as basis for a software process meta model, and allows deriving process models that consider regulations from business domains, national standards, and company procedures. Systematically capturing process variability with such a product line approach opens up the chance for context-specific empirical investigation of best-practice approaches to software construction.

The reminder of this paper is structured as follows. Section 2 describes basics of the VM-XT. Section 3 focuses on the contribution of VM-XT to business value translation. Section 4 outlines mapping and model translation approaches to support collaboration in projects that have to reconcile several process models. Section 5 describes enhancements to product lines to define process “product lines” that capture the variability of software processes on domain and company levels. Section 6 concludes and outlines next steps for further research.

2 The V-Model XT Process Framework

The V-Model XT (VM-XT) [23], successor of the V-Model 97 [22], is a software development framework for planning and execution of software processes. XT stands for eXtreme Tailoring due to the flexible customizing ability of the process framework to application needs, project types, and project complexity. In comparison to previous releases [22], new features in VM-XT cover regulations for hardware development, logistics, project management, and process improvement. Furthermore, VM-XT supports a preliminary call for tender as a pre-condition for the technical product development process, including bidding scenarios for contractors and customers. VM-XT assists three different project types: (a) system development from customer point of view, (b) system development from contractor point of view, and (c) implementation and maintenance of the organization-specific software process including continuous product and process improvement. The latter project type includes further development, extensions, and software process improvement of VM-XT as well as implementation and customizing approaches for specific organizations.

In addition to the three different project types, the VM-XT framework [23] describes a set of 99 products, 18 process modules, 18 decision points, and 7 project operation strategies:

(a) **Products** are results of activities, performed by defined roles, who apply a set of methods and techniques. Many of these products are supported by document templates for project application.

(b) **Process Modules (PMs)** include a set of products (product-centric approach), corresponding activities, and basic method suggestions. Project operation strategies enable customizing and tailoring of process modules to achieve appropriate process course. Some basic process modules are mandatory for all project types (VM-XT core components); others are optional depending on the application domain and the type of application.

(c) **Decision Points (DPs)** are related to a subset of products and represent the state of treatment
and the state of consistency.

Finally, a Project Operation Strategy (POS) is defined as a sequence of decision points for project course (including repetition, cycles, and skipping). According to individual requirements of the organization, project operation strategies may be customized, e.g., regarding incremental, agile, component-based development as well as migration and maintenance purposes.

This set of concepts is the basic process model, which can be adjusted to the business domain and project types. Therefore, there are three possibilities for model application: (a) immediate support for project course without change of the basic concept; (b) application after tailoring according to several project criteria within the range of optional process modules, and (c) extension and customizing of the basic model according to individual needs using an XML-based editor, provided by the developers of VM-XT as an open source tool.

Figure 1 displays the basic concepts of VM-XT and its integration with business processes, including the call for tender, regarding requirements engineering and negotiation, and offer scenarios. VM-XT is embedded within the IT-system layer, which consists of three steps: (a) call for tender as preliminary process for public domain customers, (b) the technical realization, and (c) the operation and maintenance phase. The three VM-XT project types and their involvement in the corresponding process modules can be identified as shaded marks in the process model. The software process schematically represents in form of the “V” the descending analytical development branch and the ascending synthetic development branch.

These horizontal interrelationships depict different views, e.g., implementation view (at the bottom
level), architectural view, and user view (at the top level). Depending on the individual software processes of an organization, the schematic V-approach may be used as actual project process or be replaced with an alternative software process, e.g., the Rational Unified Process (RUP) [14] or some company-specific software process model. Nevertheless, to meet the requirements of public domain customers and to determine strengths, weaknesses, and possible extensions of the process applied one must be able to compare the VM-XT and the alternative software process model [17].

The following sections elaborate need from project practice for process model support: (a) the translation of stakeholder value propositions to IT requirements; (b) mapping approaches to compare software process models, and (c) process "product lines" for systematic customization and evolution of process frameworks such as the VM-XT.

3 Business Value Translation And Stakeholder Collaboration

A key element of value-based software engineering (VBSE) [4, 5] is to identify success-critical project stakeholders, to elicit and negotiate their main value propositions, and to translate them into IT requirements and engineering solutions. Software process models usually concentrate on providing a framework for project organization. Roles in the software process define responsibilities and competence to enact processes. However, there is often little consideration on how to align the needs and competence of the stakeholders, who give life to these roles, with the role(s) they should play [6]. Especially the project principal or customer is often represented by persons, who are not routinely involved in developing software systems. Thus it takes extra effort to help them play an active and constructive role; particularly at project inception in the context of a "call-for-tender" that determines the opportunities of value creation in this type of project.

The VM-XT is one of the very few process models that explicitly deals with the responsibilities of the customer and thus contributes to better include this crucial stakeholder in the project. However, we see the contribution of the VM-XT as a start to better address VBSE considerations; Figure 1 shows the VM-XT in the context of value creation: in a business environment the value that can come from a software development project is generated mostly from the application of the project results on the business process level. Thus, there is a research need to enhance the mainly technical focus of the VM-XT with better integration of input from the business process level, e.g., from results of Promet, a well-known open-source business process model [16]. The business value, expressed in business process modeling, needs to be translated to IT requirements that are the project basis, e.g., in a "call for tender". The next step is to develop an engineering solution that fulfills the IT requirements based on a software process tailored to the project needs. Finally, the operation of the IT system supports value creation due to new and improved business processes.

An important aspect of most effective value creation is that the stakeholders understand enough of the software development process options to describe requirements in a way that can be aligned with effective engineering solutions. This needs some way of communicating the scope of engineering solution options during requirements elicitation and negotiation [19]. Better integration of software process models and business process models can help to open up the currently typical one-way communication into an overall more effective two-way communication between stakeholders that understand the value of business requirements and engineering solutions.

Another challenge of value creation is to realign business requirements and engineering solutions that often evolve concurrently during the course of the project. For reasons such as technical development difficulties, finding inconsistencies of requirements, and changes in the real world, changes to requirements and development plans are common in software projects. Synchronization mechanisms during the project help to assess the need for realignment and provide concrete steps to re-negotiate for more consistent products and plans. Software process models propose synchronization mechanisms that work well for in-house projects, such as simple decision points and review procedures. However, collaboration in distributed projects, potentially across several companies and countries, needs more advanced process support, (e.g., effective tracing for requirements management and pro-active communication between different stakeholders to avoid risky "hidden consequences", such as interfering project course, with respect to possible changes of their interests) to deal with concurrent work and changes on different levels. The application of stakeholder-related
principles from VBSE can help to address these value creation and collaboration aspects in software process models. Empirical analysis of collaboration risks in (distributed, multi-company) software projects can describe the gap between needs and currently available solutions in practice. The VM-XT provides an advanced software process framework to anchor this research.

4 Software Process Mapping

The major goal of European industrial practice is the production of high-value software in diversified application domains. To meet this goal several different process models were developed according to domain specific and company related requirements; these approaches led to a huge number of process model variants. Usually, an organizational unit selects an appropriate software process, which fits best to its business at a certain point in time, and then adapts this process according to the local requirements. As a consequence, a wide range of different software process models, architectures, and methodologies are in use [2, 3]. These diverse models are hard to compare (e.g., regarding structure and semantics), which hinders efficient collaboration and software process improvement on a European level. From an academic point of view, systematic mapping of process variants is a prerequisite for a conceptual unification and systematic construction of process models according to predefined needs.

Process managers, especially in the growing segment of multi-company software development, see a need for approaches that support stakeholder collaboration, systematic mapping, and transformation of processes to improve their leverage in software process improvement. Process mapping enables collaboration in projects that have to reconcile several process models. VM-XT enables tailoring of particular process modules during the project course, e.g., adding individual process modules. This flexibility eases mapping other process models to VM-XT (e.g., for organizations, which want to use an in-house process model and have to show compliance with the VM-XT).

Further, VM-XT can act as a common representation for several other process models and support more efficient mapping between any of these models (e.g., for process managers in multi-company projects, who have to derive a common process model that fits the project partners’ needs and competences); in many cases today a time consuming task that comes with many new projects.

Figure 2: Basic Process Mapping Approach for comparability and compatibility.

Mapping to compare software processes requires the investigation of the specific software process model according to components, internal structure, products, activities, etc.

Figure 2 depicts the basic schema for software process mapping, based on VM-XT as bridging intermediate process model. Following this mapping schema, the analysis of a software process consists of two phases. The first phase is to map each software process to the VM-XT in 3 steps: (a) structure analysis: identify basic components of a process model, (b) initial mapping: compare this structural information to VM-XT elements according to syntactic and semantic elements in order to find similar elements, completely different elements, and mixed elements; and (c) refine mapping: continue to analyze elements with status “mixed” on a finer level of detail until the complete software process has been successfully mapped or a defined level of detail is reached. The result set contains a set of matching process elements and open issues for further investigation. This analysis allows determining
the degree of compliance of the software process with the VM-XT structure.

The second phase analyzes the compatibility of the two software processes and builds on the results of the first phase. For each structural element the process manager has the following options: Choose one of the elements of the process models or to choose an element of the VM-XT. Using the VM-XT as intermediate model has two major benefits: (a) the VM-XT provides a consistent structure for the comparison and (b) if the manager needs to compare many process models over time the effort for structural analysis grows in a linear rather than exponential way. Following this mapping approach, small and medium enterprises (SMEs) can adapt their software processes according to VM-XT more easily in order to achieve competitiveness (e.g., to bid for public IT projects in Germany) and to produce software in collaboration with large companies.

Taking a broader view on software process improvement, quality management systems often provide a company-wide framework for continuous process improvement, e.g., CMMI [7, 8, 13], SPICE (ISO/IEC 15504) [11, 15, 21], and ISO 9000 [10]. VM-XT and its derivate process models may be embedded within a quality management system as a central business process for software construction. Because of these integration possibilities, VM-XT fits well to quality management systems, including bidding, parts of purchasing processes, and commissioning.

Initial research using this process mapping approach identified the challenges of how best to represent the mapping results and whether a simple model can cover all major process models. These difficulties point out the broader need for a consistent description of software engineering and software process semantics, e.g., building up an ontology that helps to converge the semantic variants and describe differences in meaning between process descriptions.

5 Extension of the VM-XT Framework to Process “Product Lines”

Many projects have to consider domain-specific business requirements, e.g., dependable systems, financial transaction services, security-related applications, and embedded systems [12]. Consequently process managers see a strong need to describe domain-specific software processes (see also approaches in CMMI [7, 8, 13]).

There are several dimensions of formal requirements, such as regulations from business domains, national standards, and company procedures, which need tailored software process models. Currently, such tailoring occurs typically in an ad hoc fashion. Typical follow-up problems from this approach are limitations of comparability, high effort for maintenance, and architectural deterioration, very similar to ad hoc reuse in software engineering. The flexible structure of the VM-XT makes it well suited to derive a wide range of software process variants. For future software processes this would be a clear common source to start from similar to a software library.

![Figure 3: Product Line Configuration.](image)
A major development step would be to take up the product line paradigm from software engineering to software process modeling. This approach allows capturing the variability of software processes on domain and company levels. Such a framework can provide decision making processes for project and process managers to derive an appropriate software process model to achieve robust and high-quality projects. Figure 3 illustrates decision levels of a product-line approach based on VM-XT. The model consists of 4 levels: (a) generic level: the basic VM-XT, (b) business level: describing VM-XT variants for various application domains, (c) company level: representing customizing of VM-XT approaches; and (d) project level: including tailoring for specific projects within an enterprise. Process product lines - a set of software processes derived from the basic process model - promise a repeatable and efficient configuration of process models with respect to specific business domains and application areas, such as dependable systems, embedded systems, and administrative systems [1]. Further benefits come from integration of state-of-the-art techniques and best practices due to a comprehensive tools and method support.

We see benefits from an extension of VM-XT to product lines in 3 ways: such an extension (a) allows to encompass different application domains, (b) more systematic insight in the courses of projects, and (c) a larger set of pre-defined methods and tools. Project and process managers may choose from a pool of application specific VM-XT variants (broader view) for special purposes, e.g., web applications, embedded systems (comparable to the Siemens PSE SEM process family3). Therefore preliminary customizing the basic process for individual application is necessary. This will lead to a set of process model approaches including a domain specific selection of process modules (PMs) of the basic VM-XT. The second way allows a deeper insight into software process enactment, i.e., the software process enhancement towards a more detailed view on specific process modules. This approach enables a better guidance through the software development process. The third way covers method and tool support of VM-XT. The current version of VM-XT provides a small set of methods and tools for application. To follow best-practice approaches, project managers need tool and method support including guidelines which individual method or tool to select. Product-line guidelines support the systematic creation of processes and tool support as they provide the ground to define a "market" for these products; further, they help project and process managers to select appropriate methods and tools from the "market".

In the basic VM-XT framework, software process improvement approaches are derived from the underlying model (including continuous improvement with respect to further development and improvement of the VM-XT basic model). The VM-XT development team provides a VM-XT specific editor to customize the basic definitions of the software process model according to the individual requirements of an organization. Additionally, customized software process models may be extended with respect to special needs of the applicants following state-of-the-art approaches and new methods and techniques. Extensions may include additional modules, products, decision points, new project operation strategies, additional methods and tools. Therefore, this concept allows the construction of VM-XT variants with respect to different application and business domains, other types of software processes, and process improvement approaches. With such a product line approach it is possible to gather information on decisions in customizing a process model and to systematically evaluate and learn from them.

Due to their potential for learning from projects in similar domains and business areas, product lines promise repeatable and efficient configuration of process models. The product line approach supports (a) systematic investigation of best-practice approaches to software construction and at the same time (b) provides a structure to document process variability and capture lessons learned.

Best-practice approaches should be used to extend the basic model and all derived business domain specific versions of VM-XT product line approaches. Because of the basic model structure (XML data that describes process elements), experiences and empirical evaluation data can be used for training proposes, e.g., to set up an e-learning strategy. Product lines allow the consideration of national and domain-specific regulations and experiences. Therefore, VM-XT and the proposed product line concept provide a promising direction towards a broader usage of VM-XT on a European level.

Research is needed on how to best structure the product line refinement concept: what should be invariants, what are the variants. An empirical analysis can determine types of software projects that would be best addressed with the VM-XT product line approach. While the product line can provide

3 http://www.pse.siemens.at
the structure of a derived software process model, a challenge can be that the derived processes still exhibit too many degrees of freedom to effectively support a project manager. The support for process enactment with templates and examples needs interfaces to feedback from project practice. A good example for successful process support on this level is the Siemens Austria PSE stdSEM process family, which consists of 6 major processes for project types, and examples for tailoring to support the project manager at work.

6 Summary and Outlook

The mandatory nature of the VM-XT for national public domain IT-Projects sets a significant impulse to the German software development scene: As consequence, all organizations have to meet the requirements of this process model. As Germany is an important industrial partner for many European countries, and as a market specifically targeted by companies in EU New Member States, the VM-XT is likely to become a leading software process model with the opportunity to grow to a European software process approach. The current version of VM-XT is available in German but will also be available in English in the second half of 2005 to help spread VM-XT across Europe.

During a workshop at the Vienna University of Technology in April 2005 researchers from several European countries found in the VM-XT potential for proposing a common European process model framework to support systematic software development and to build up empirical know-how on best practices in Europe. The structure of the new software process and the simple implementation within a company enable SMEs (small and medium enterprises) to better meet competitive and demanding bidding requirements in the software market across European national boundaries, e.g., for public projects in Germany.

In April 2005 the Austrian Computer Society⁴ established a special interest group on “Software Process” with a focus group on “Process Improvement with the V-Model XT” in cooperation with the Vienna University of Technology and the University of Linz. A major goal of the special interest group is the application and advancement of process models compatible with the VM-XT framework according to research topics, practical application, including knowledge acquisition and transfer. Critical success factors for software process improvement are (a) balancing stakeholder interests by translating of business value into appropriate software engineering solutions, (b) integration of best-practice approaches, and (c) development of product lines to software processes to capture the variability of software processes on domain and company levels and thus systematically investigate best-practice approaches to software construction. A combination of the top-down product line approach with the bottom-up input from currently used processes (using the mapping and synchronization mechanisms) can get the most from both sides: systematic derivation of the software process framework combined with practical know-how from concrete project work. The concepts of the new VM-XT support these critical success factors as evolutionary parts of the VM-XT framework.

The strategic positioning of the VM-XT framework and its strengths to support process mapping and derivation hold the opportunity to set important impulses to software process improvement on a European scale, especially for the integration of software development efforts in the EU New Member States, and thus can make a significant contribution to realize major goals of the EU Lisbon declaration.
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Abstract
Updating and maintaining legacy systems creates significant challenges for software developers. Modifying legacy applications can be a time-consuming process which is fraught with architectural and code minefields. In many instances, the same developers, because of their specialist knowledge, and the same processes have been used to improve these systems over an extended period of time. Introducing new practices into such an environment presents problems, on both the human and the technological level. This paper reports on the experience of implementing a scaled-down version of eXtreme Programming (XP) into a small manufacturing company. How the difficulties, in creating the climate for such an implementation, were overcome, and the resulting benefits of the experiment are reported on. Finally, the conclusions and lessons learned offer support and advice to others who may also be considering such an approach.
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1. Introduction
Legacy systems are systems that have outlived their original user requirements but have remained in operation long enough to be substantially modified until the system no longer resembles that which was first developed. The maintenance process continues because the system functions correctly but, in reality, a large percentage of the code is obsolete and the remainder frequently works in ways that are not fully understood by those maintaining it. According to Robertson [13], IS organisations are struggling to respond to demands for new system features on existing systems whilst simultaneously being expected to manage new technologies. The challenges to those charged with maintaining legacy systems include developing new functionality and enhancements often without a clear understanding of how the system works. In addition, most companies working with older legacy systems tend to follow traditional ‘waterfall’ models of software development. Together, these factors make the development of enhancements to legacy systems slow and cumbersome.

Legacy systems can be found in a range of industries but especially in established companies. The enhancements and modifications to functionality are usually carried out to accommodate a business change such as the arrival of new customers. For companies in possession of legacy systems, an inability to react to business changes such as these, because of a time-consuming process of feature upgrade, can often lead to lost revenue opportunities.
In this paper we describe an experiment carried out within the Irish office of ‘Bayside’, an American manufacturing company. The company maintain a legacy system running on IBM AS400s. The maintenance team are experienced programmers, who modify and enhance the system in response to users’ requests, usually generated because of a new or changing business requirement. The company have the required technical ability to support the system but the pace of development can be slow and follows a very structured approach. Also some developments require specific programmers because of their knowledge of the system. The experiment documented here describes how a tailored version of the eXtreme Programming (XP) methodology was introduced into development in an attempt to meet users’ needs earlier and reduce the cost of maintenance.

2. Extreme Programming (XP) and its use in the study

Though the agile movement has made significant inroads into software development departments, it is really eXtreme Programming [3] that is by far the most discussed agile method within the literature and the one with the most widespread industry base. Developed in the late 1990s, XP has 12 associated practices (Table 1).

<table>
<thead>
<tr>
<th>XP Practice</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Planning game</td>
<td>Used to determine the content and scope of system releases</td>
</tr>
<tr>
<td>Small releases</td>
<td>Release working versions of the system on short cycles</td>
</tr>
<tr>
<td>System metaphor</td>
<td>The collective vision of how the system works</td>
</tr>
<tr>
<td>Simple design</td>
<td>Produce the simplest design possible to satisfy requirements</td>
</tr>
<tr>
<td>Test first development</td>
<td>Tests are written, and must run successfully, prior to the continued development of the code</td>
</tr>
<tr>
<td>Refactoring</td>
<td>Restructuring of the system to simplify, reduce duplication or aid communication</td>
</tr>
<tr>
<td>Pair programming</td>
<td>All production code is written by two developers at the same machine</td>
</tr>
<tr>
<td>Collective ownership</td>
<td>Team owns system, so all are empowered to make changes</td>
</tr>
<tr>
<td>Continuous integration</td>
<td>Build and integrate the system many times daily</td>
</tr>
<tr>
<td>40-Hour week</td>
<td>Limit overtime to reduce tiredness and potential mistakes</td>
</tr>
<tr>
<td>On-site customer</td>
<td>Ensure that a customer representative is available at all times to answer questions</td>
</tr>
<tr>
<td>Coding standards</td>
<td>Agree conventions at the outset and ensure programmer adherence</td>
</tr>
</tbody>
</table>

With its now widespread popularity, Glass believes that XP “has evolved into a near religion” [6]. A number of authors including, [7], [8], [11], [12], and [14], have reported on how they have deployed XP in their own organisations. All of these articles report on the success of XP in the particular experiments. However a consistent trend in industrial XP usage is the difficulty in finding evidence of the implementation of all 12 XP practices on a single project or within a single organisation. Aveling [1], reports on an analysis of a number of case studies of XP implementations which examined the success rates in experiments using the methodology. His results suggest that, “partial adoption of XP is more common than full adoption”. He reports that the practices that were most difficult to adopt were system metaphor and those requiring significant customer input, on-site customer, planning game and small releases. He feels however, that his results show that it is possible to deviate from complete XP and still enjoy the benefits afforded by the method.

McBreen [9], initially used the test-first development practice from XP, before experimenting with other XP practices, “not as a lead in to adopting XP, but as a useful process improvement
step". On two separate projects. Murru et.al [11], used XP practices with a varying degree of success. The first project fully used 7 of the 12 XP practices whilst the subsequent project used 9 of the 12. The major differences in the second project were the use of the planning game and coding standards. The addition of these practices helped address the deficiencies inherent in the first project. The practices not deployed or partially deployed on project 2 were system metaphor, continuous integration and coding standards. Rasmusson [12], in his study, also fully utilised 9 of the 12 XP practices but in this instance it was system metaphor, test-first development and on-site customer that were not fully implemented.

What is shown from the above results is that companies are tailoring the XP method to suit their own particular environment. This is consistent with process models and process improvement generally in that certain contextual factors may influence what aspects of the process are suitable and what are not. In this study we attempted to see if eXtreme Programming could be used to speed the process of delivering system enhancements and improve the maintenance capability of the legacy team. In the environment in which this application is being used, changes to system functionality are usually required due to new business requirements and any improvement in the speed and quality of delivery has potential business benefit. It was felt at the outset that a total switch to pure agile programming practices would be both unsuitable to the application and too great a change to a company who were already successfully supporting this application. We believed that certain XP practices could provide real improvements in speed and quality of delivery without trying to revolutionise the company’s existing development practices. A tailored version of XP was therefore introduced.

On initial examination, it was found that a couple of the practices that XP promotes were already part of the company culture. These are highlighted in Table 2.

```
<table>
<thead>
<tr>
<th>XP Practice</th>
<th>Current Use</th>
</tr>
</thead>
<tbody>
<tr>
<td>40-Hour week</td>
<td>The company culture already promoted a 40-hour week amongst its staff in all departments including software development.</td>
</tr>
<tr>
<td>Coding standards</td>
<td>Coding standards were found to be well documented and well used. This was due to a strong department manager who had many years experience and who enforced coding standards, documentation and revision control of software.</td>
</tr>
</tbody>
</table>
```

Table 2  
XP Practices in Current Use

The practices detailed in Table 3 were identified as not currently being used and therefore of being of potential benefit.

```
<table>
<thead>
<tr>
<th>XP Practice</th>
<th>Potential Benefit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small releases</td>
<td>To make significant changes to the “internals” of legacy systems is futile because the internals already work and are invisible to the user. The greatest returns can be achieved from taking requests for change and prioritising this work into small releases where the user and company can see an immediate benefit. This analysis is supported by [10] who conclude there are economic benefits to splitting the project into small releases where the use of XP permits it.</td>
</tr>
<tr>
<td>Test-first development</td>
<td>In this particular environment testing had traditionally been carried out in line with waterfall approaches. It was believed that, because maintenance of a legacy system involved small incremental enhancements, just like XP small releases, the test-first philosophy of XP could suit. It was also felt this testing</td>
</tr>
</tbody>
</table>
```

Table 3  
Potential Benefits of using XP
method would focus the developers more on what they were trying to achieve.

**Pair programming**

It was felt this technique would have two effects. Firstly it would potentially have the benefit of reducing defects and increase code quality but it was also felt if the more junior members were paired with more senior members then it would increase both their technical knowledge and their knowledge of the system.

**Collective ownership**

It was believed this would be important to the company as they had a dependence on key programmers’ knowledge of the system. Furthermore, it was known that one of the COBOL programmers plans to take early retirement and that when he leaves knowledge of certain areas of the system will leave with him. Collective ownership could mitigate this risk.

**On-site customer**

Because this was an in-house application, and the end-user was already on-site, utilising them more during the development process could improve the quality of the modification and increase both communication and the overall relationship between the development team and the users.

3. **Selecting the pilot project**

Like most legacy systems this application, which was originally purchased by Bayside’s American parent in the mid 1990’s, is now maintained by programmers who were not involved in the original specification, design or development. Bayside took ownership of the source code in the late 1990’s when the original development company went out of business. The original architects are therefore no longer involved with the system and, even if they returned, may not now even recognise it. The maintenance team supporting the system are split between the USA and Ireland and their challenge is to work on a system they do not fully understand.

The legacy application serves order entry, manufacturing, warehousing and shipping. The application is written in a mix of COBOL and RPG and it currently runs on an IBM iSeries Server although it was originally developed on an IBM System38 and over half the source code, and database physical files, were developed on a System38 and migrated to AS400 and then iSeries.

The project selected was a typical modification. It was chosen because it involved a change to a customer order entry screen due to a new business requirement, a typical legacy system enhancement and, if successful, would encourage more widespread acceptance and usage of the experimental techniques employed. Also, because it was an order entry screen, it would involve close work with the order entry team who were the development team’s customer. This would also entail getting user support for the collaborative XP techniques used and buy-in for subsequent changes to working practices.

4. **Preparing the Ground for XP**

In preparation for XP’s introduction presentations were made initially to upper management. Two particular managers were targeted as they came from a technical background and were seen as change agents who could encourage acceptance amongst the engineers. The presentations specifically highlighted the spirit of XP and, while all 12 XP elements were outlined, particular emphasis was given to the practices that were felt would have most benefit to the company. It was also emphasised that it was not proposed to revolutionise the development process but merely to evolve it. Once higher-level management had bought into the idea, and supported it, discussions then ensued with the head of development towards
agreeing which practices could be experimented with and which project could be used as a pilot. Once this was finalised we then moved into a period of training the engineers. Engineers were presented with an overview of agile methodologies, and specifically XP. Attention was then paid to the practices to be used in the trial, what the aim of each practice was, and how we proposed to use it.

Opposition to our approach was found at both management and engineering level. Initially it was dismissed as “this week’s craze” but, as it became a reality, those that opposed it most were the more established and experienced programmers. Some of this hostility stemmed from the belief that the change was being initiated in response to a perceived lack of technical ability to maintain the system. Because of these concerns, we held a final meeting in an attempt to address the fears of some of the group. During this session Cockburn’s views on Agile Software Development [4] were presented to the group, pointing to how agile methods favour individuals and interactions above process. This had a positive effect and we followed this up by targeting one of the doubters in particular as, we believed, if we could convince him, we could convince the team. This approach was successful in getting the necessary commitment to commence the trial. Though residual misgivings remained amongst one or two of the team, we hoped that those would be assuaged through usage of the practices during the development period.

4.1. Facilitating XP and Knowledge Transfer

At the outset, we started with a review of how the development team in Ireland operated. There were only three team members and these were split between three small offices. Immediately we identified the need to pull the group together to facilitate tacit knowledge sharing and better communication. As Desouza noted, the major obstacle to knowledge sharing is not insufficient technology but ensuring people talk and share their individual know-how [5]. With this in mind, we tackled the physical space inhabited by the engineers. In one office we removed a partition wall and the door between this office and the next office was also removed. The desks were rearranged so that two members sat in one office and the third member sat in the second office but in clear view of the other team members so that oral, rather than telephone or e-mail, communication was fostered. The new arrangement was also purposely created so that if any user, acting as an on-site customer, came into the development area they would be visible to all members of the team and therefore any member could respond to their query and the others would be in audible range to hear any issues discussed or agreed.

An attempt was also made to make the project status more visible. The experiment was concerned with one particular project request so it was not appropriate within the time given to implement a full visible system of collecting and selecting requirements. We also had a limitation on wall space due to the rearrangement of the offices. What we implemented was the use of a simple white board. On this we placed information pertaining to the project name, customer, and date submitted, the owner, or developer responsible for the project, and a time for completion. It was a rudimentary system, which was all that was possible in the time allowed, but one that proved very popular with both prospective system users and developers.

5. Project Outcomes

On the whole, there was a very positive response to all of the changes made to work layout and practice. The tailored XP process generated major improvement in the development effort and most of the techniques, though not all, proved successful.
5.1. Analysis of the Tailored Model

5.1.1. Small Releases

**Approach taken**
In the experiment it was decided to break the project into distinct releases. The first release was the modification of the order entry screen and the second was the modification of the system functionality.

**Outcome**
This was found to be beneficial as the team could focus with the user and deliver the change to the screen quickly and secondly the team could finish the additional functionality that was invisible to the user. After the experiment we received some strong positive feedback from the users that they wanted to continue to see their requirements being broken into specific tasks with specific delivery times. The users requested that the company continue to develop in this way rather than hitherto, whereby they saw small changes being incorporated in a larger release which they had to wait some time for.

5.1.2. Simple Design

**Approach taken**
During the experiment it was found that this technique could not be implemented due to the intricate linkages within the existing system.

**Outcome**
A legacy system is one that is built then modified and re-modified with the result that the current architecture bears little resemblance to the original design. The programmers supporting it often do not have a clear understanding of how the entire system works. These factors lead to the need for careful consideration before modifying any part of the system. The simple design principle is more naturally suited to a “greenfield” project where there is no existing code to complicate the design process.

5.1.3. Test-first Development

**Approach taken**
Testing is an essential part of developing software regardless of which development model is used.

**Outcome**
The experiment did not allow for much testing however this approach was a new concept for the legacy developers and was found to have the claimed benefits of finding problems earlier. The writing of tests first focused the developers on what was required from the code. In the experience of the authors the new testing concept was a difficult one for the traditional legacy maintenance programmer to grasp and could be described as a paradigm shift in thinking but one that yielded significant results in terms of the developers understanding of the domain and the speed of delivery of code.

5.1.4. Pair Programming

**Approach taken**
Pair programming was tried both in Ireland and the US parent company but produced different results in each case.

**Outcome**
During the experiment, pair programming was conducted with the developers in Ireland and was found to be beneficial in the speed of delivering code and the reduction of errors. These developers who participated in the pair programming were aged around 25 to 30. Pair
programming was also tried in the parent company but it ran into difficulties. There, the average age of the programmers, involved with the experiment, is slightly over 45 and these individuals have been writing this code for 20 to 30 years. These individuals found pair programming a very difficult and unnecessary practice. Their experience of the language and the system was such that pair programming did not improve their performance. The age of developer and experience of coding would be unique to legacy systems and raises interesting issues about the use of the pair programming technique.

5.1.5. Collective Ownership

*Approach taken*

The experiment highlighted the importance of introducing this practice into the organisation in the future.

*Outcome*

Bayside follow the traditional method of having one engineer responsible for each subsystem. The engineer is responsible for design, implementation and maintenance, and is, in other words, the “owner”. Within the company this was highlighted as a problem when one engineer reached retirement age and another took early retirement. This created a gap in knowledge in the organisation and a skills deficit. Since the experiment the company has adopted collective responsibility and a corresponding process of “swapping roles”.

5.1.6. On-site Customer

*Approach taken*

This was found to be one of the areas that the company had not been taking full advantage of despite having the development team and customer in the same location.

*Outcome*

As a result of the experiment the company has adopted a change in policy where the developers work more closely with the user. They have found this has had the effect of increasing the developers’ knowledge of the problem domain and has led to a release of software that is a closer match to the users original requirement. The users also gave very positive feedback on this practice. Having commented that it was not always possible to document exactly what they wanted, which often meant a release some months later that did not meet their original intentions, they found major benefits in being able to discuss their needs directly with the developers on an ongoing basis.

6. Lessons learned/Conclusions

With regard to the practical implementation of agile methods in a legacy system environment it can be concluded that some of the agile methods work well for legacy systems and some do not but that moving to a hybrid model has some notable advantages over the original waterfall-style model.

In the case of Bayside, it was found that small releases and customer collaboration yielded benefits, both in speed of delivery, and improvements in user requirements being met. It was also found that the agile, test-first approach brought reduced delivery time and generated higher quality applications with fewer errors. The company also profited from the changes with regard to code ownership.

In practice, pair programming did not work particularly well with the older developers. This may be due to their age and experience profile. However, the younger developers embraced the concept and this proved very worthwhile in the Irish context.
On the downside, there were clear difficulties in attempting to use simple designs as the implications for making any modifications to the existing code were far-reaching. The inability to use simple design, naturally meant that the XP practice of refactoring could also not be used. Coding standards had previously been well defined prior to the experiment and other configuration management procedures were already in place so these elements of XP were not implemented. The issue of coding standards is a difficult one for legacy developers in that they may be attempting to introduce a new format onto a substantial existing code base. Therefore, implementing coding standards means that they would apply only to existing and future work. Whether they could be re-engineered into legacy code is ultimately context-dependent.

7. Further work

It is planned to adapt the hybrid model created during this pilot and to apply it to further development projects. While the project was successful it will still take some time for the new concepts to become part of daily life.

Further development will now be examined regarding the visibility of user requirements. A more suitable board and/or card system could be introduced, however some consideration would have to be given to how this could be made visible across both development sites. An electronic system, incorporating a virtual whiteboard may be more appropriate. XP's use of user stories may support the issue of visible requirements and this should in turn support further trials where some of the method’s other practices, such as the planning game, can be tested.

8. References
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Abstract. The use of Internet is increasing, and more and more the Internet site of a company is crucial to the image of the company. To be able to keep a good image the Internet site needs to incorporate several qualities, speed of use being one of them. This paper describes a company which is running three different web sites, and as an attempt to be more efficient and safe, all three sites were to be moved onto a common infrastructure. When this was done, this physical infrastructure became one of the most accessed web sites in Norway. In advance of the transfer, the new infrastructure was to be tested for the expected number of simultaneously users and their use of the infrastructure. Almost 40 possible tools were evaluated according to predefined criteria. Five tools were finally judged as almost equal with respect to the criteria. From these tools, OpenSTA, an open source tool, was selected. The tool was used to conduct the stress test of the web site with variable results. The infrastructure is now hosting the three web sites. Using action research as research method, this paper discusses the selection and use of an open source tool when doing web load testing. The company in this case study did a conscientious evaluation of tools before OpenSTA was selected, and the evaluation proposed a well-working tool.

1. Introduction

Internet has become an ordinary part of the everyday life for most people in the western part of the world. Internet is widely used a channel for the diffusing of different kind of information like news, public information, advertising, traffic information etc. Lately, also a lot of services are offered by the means of Internet; ticket purchasing, bank services, it is possible to file one's tax return, reporting etc.

Traditionally this information and these services have been accessed by the means of a personal computer and a browser, but lately also the use of mobile and handheld devices for accessing Internet has become more widespread.

The use of different types of devices and browsers used to access internet, along with the use from a very different kind of users, have forced the developers of internet information and internet services to put more emphasis on the capability of the services and the technical infrastructure to handle the load. Load testing is a helpful tool in this respect [1].

This paper covers the experiences of selecting and implementing OpenSTA, an open source tool, as the web load test tool in a Norwegian software development organization. The evaluation of different open source and commercial web load test tools showed that the functionality of OpenSTA was as good as the functionality of the commercial tools, with respect to the criteria defined by this company. The tool was chosen mainly because the cost, even though cost was not one of the initial criteria for the selection. The cost structure of the commercial tools, usually depending on the number of "virtual users" made a very negative effect for this company.

1.1 Web applications and Internet

In the early days of web and Internet the pushing of news and information was the primary use. This is not the actual situation anymore. More and more intelligent services are offered by the use of Internet, the different internet services are also becoming more and more linked and integrated. The internet applications and services
more and more need to conform to a certain level of quality, *Quality of Service* [1]. One of the quality factors is the ability to serve the user in an efficient way.

The infrastructure serving the user with web services and applications must then be able to handle a certain *load*. The load can be measured as the maximum number of concurrent users accessing an Internet site. This quality can be verified by the means of web load testing [1]. Web load testing is a supplement to functional testing of web applications [2].

There have been a lot empirical studies covering performance testing of software and applications [3-5]. As a result of the transition to the use of web user interfaces and Internet, the applications and services need to be tested from the web user's point of view. In addition to the more traditional performance testing, this testing must also include testing of the perceived performance from a user's perspective. Such testing cannot be performed only in a test environment, but must include the use of the technical infrastructure actually running the services.

1.2 The Company

In this section we give a brief description of the company in this case study. The technical infrastructure as well as the software development in the company is described.

1.2.1 The Software Development Department

The main company, responsible for the web sites, has organized all of its interactive services into a separate company. The other departments and companies within the main company buy development and implementation services from this company. The main company is a media house located in Norway. The employees are mainly sitting at two different geographic locations.

At the time of the load test tool selection, there were eight system developers working in the software development department. Two web designers were employed as well as a total of twelve persons in the support services. Developers were located at two locations. The specification and development of the web applications were attempted to be accomplished in a structured and professional manner. This complies with the general maturity of web development, now very often looked upon as industrial software development [2].

The department acts as a service centre for the other departments. There was a very close relationship between the development department and the organization responsible for operating the applications.

1.2.2 The Technical Infrastructure

The company is running three different web sites. One of the web sites is a newspaper web site; the main aim is to serve updated news. The second web site is a traditional news and entertainment web site. This web site is running several applications and services which include a lot of interaction with the user. The third web site is a dating service; also the services on this web site require an interactive dialogue with the user.

The development is mainly done in Java. The services are all using a database running on an Oracle server. To support the publishing of news and information, Escinic is used as a standard publishing tool. The infrastructure also includes the Oracle Application Server.

The incoming requests from the internet users are cached by a load balancer which then disperses the requests to two web caches. Requested information which can be served directly from the web caches will be delivered to the request from the actual web cache. Seven application servers are providing information and services to the web caches. These application servers use two database servers to store and update information. New or updated information is pushed from the application servers onto the web caches. This mechanism ensures updated static information at the web caches. If the users request information not presently available on the web caches, the application servers are handling the request. The application servers are running Oracle Application Server.

A relevant piece of information worth noticing is that the company is administering a relative limited set of hardware resources. This had implications when the tool for web load testing was selected, and it also affected the importance of having a web load test tool.

1.2.3 The need for web load testing

Internet is a very important medium for the company. This counts not only for users accessing services and applications using a traditional web browser, but also for users browsing on mobile devices as well. The cost of launching a service or application not able to serve the users is not calculated, but since it is within the core of services the company wants to offer, it is reasonable to assume that the cost is high. The company cannot simply afford to launch a service which does not have the desired quality and speed. For some of the services there exist alternative web sites, e.g. news. It is then likely to anticipate that the users will change service if the company
cannot offer effective services. The cost for switching to another information or service provider is almost non-existing for the users. The consequences for the company would be a decreasing numbers of users. This would influence on the advertising income from the web site. The testing of web applications must therefore include the testing of the performance as experienced by the end user.

One of the differences which were introduced by web applications was that many users were given the possibility to access an application or a service simultaneous from different locations and by the use of different browser and different internet speeds. An internet service must therefore in some cases be able to adapt to these differences, and the load testing should be able to cope with this matter [1, 6].

1.3 Software testing and web applications testing

Traditionally the main focus for the performance testing tools has been to test the internal efficiency and effectiveness of the software. Testing has been oriented to the functions implemented in the software and the different modules have been tested separately. In earlier days users, or the groups of users, accessed the software through a defined user interface, using defined terminals and also using quite controllable quality on the communication with the main computers and servers. In summary, this made it easy to simulate the operating environment of the total software in a closed and controlled environment.

When new functions were to be deployed or existing functions to be updated, the individual functions could be tested with respect to efficiency in advance, and then deployed into the software if the tests were passed [3, 4, 7].

In addition, the load testing is concerned with the service efficiency as perceived by the end user. When it comes to internet, this count for service efficiency delivered to the user's browser. The individual users may be using different hardware accessing Internet, using different operating systems, connecting at different speeds and using different browsers allowing different functionality.

For companies earning their money by serving news, like the case is for the company described here, it is of great importance that the web services are able to deliver information and services during peak periods. When there are important things happening in the world, the peak can be tremendous, e.g. like during September the 11th 2001.

1.4 The use of Open Source Software

Open Source software, or free software, is distributed under a different paradigm than commercial tools [8]. The main difference is that when someone acquires open source software, it is not only the right to use the executable software, but also the source code is provided, as well as the right to change the source code. The open source community often promotes the users of the software to change the code, and to publish the changed code so that other users can also access the new code [9].

The use of open source software has increased significantly in the latest years, and also the use in commercial public sector organizations has increased [10, 11]. The discussion about several attributes related to software quality, and the ability of commercial software and open source software to fulfill these qualities is ongoing. In this case study though, commercial software and open source software are looked upon as equivalent when it comes to fulfilling software qualities.

2. Method

In this case, case study has been deployed as method [12]. In this case the researcher wanted to catch the complete process of selection going on in the company, and the opportunity the follow the process closely was present.

2.1 Data Collection

The close cooperation between the company and the researcher was ensured by the use of email, phone conferences, meetings, workshops and a common web based project hotel tool [13]. From the company's side there was mainly one contact person, enabling a close and informal cooperation.

Observation was most used as data collection method. During meetings and workshops, MindManager was used as a tool for documentation [14]. This is a tool for drawing mind maps, an effective way to take notes. The
notes were taken by the researcher, and summaries from the meetings and workshops were made subsequently based on the notes.

2.1.1 Data collection, test tools

Internet was used as the primary information source when data about the various tools was collected. Google\(^1\) was used as search engine, combined with written information from some of the vendors of test tools.

All tests were logged, both initial setup of the test, the test script generation as well as the accomplishment of the tests. MindManager and MS Word were used as tools for documentation.

2.2 Data Analysis

Constant comparison [15] has been used as method to analyze the information given during the observation, the interviews and informal conversations. The interviews were partly recorded and transcribed; in some cases the researcher took notes during the interviews. The workshops were mainly documented using mind maps. The written material were compared to see if the company did follow the process they had agreed upon, and to see if there were any derogations. In latter case, the reasons for such were identified. The analysis was not visible to the company, and all the material was kept and analyzed by a single researcher.

3. Results

In this section of the paper the results from the work are presented. The evaluation process is described, as well as the resulting tool and initial experiences from the use of the tool.

3.1 The Evaluation of possible Tools

In this section we describe the evaluation process, as well as the criteria we used for selecting the web load test tool for the company.

3.1.1 The evaluation process

To be able to select a test tool in a qualified way, some sort of process is needed. In this case the evaluation process was conducted in a relative traditional way; the characteristics of the tools were evaluated against a list of desired characteristics. The scores for each tool were used a discriminator. The process is similar to processes reported also from other cases [16].

Initially 42 possible tools for load testing were identified. Information regarding these tools was collected. The initial evaluation of the tools was conducted by the company itself. This initial evaluation resulted in a shortlist of 20 tools to be further considered. The company and the researcher jointly conducted a literature study. Scientific papers regarding web load testing, and the experiences with different tools were collected [1, 6, 17-20]. The papers were studied with the aim to be able to exclude individual tools, or tools with specific qualities. The result of this study was that nine tools were removed from the shortlist, and one new tool was added.

The list with the twelve remaining tools was in focus of a common workshop with the company and the researcher. During this workshop the evaluation of the twelve tools against the criteria list was discussed. The most important criteria for the company were in focus of the discussion (see section 3.1.2). The results from the test with respect to these criteria were again evaluated resulting in a shortlist with seven tools still on it.

The company's representative and the researcher did a final test and evaluation of these seven tools. The final shortlist contained five tools. These five tools were considered quite equal to the functionality demanded by the evaluation criteria, and they were all considered to be compatible with the technical infrastructure, as well as with the software development tools and processes. From this list of tools, OpenSTA was chosen because of the costs compared to the commercial tools.

3.1.2 The criteria for the tool evaluation

The list of criteria was divided into five main areas which were considered to be important for the company:

---

\(^1\) www.google.com
Operating System: The tool should be able to run on clients with different operating systems, the requirement was Windows XP, Windows NT, Windows 2000, Sun Solaris, AIX, VMS and Linux.

User Friendly: The tool should be easy to configure. The tool should be provided with good user documentation, and should be easy to use. The tool should be able to be language configurable. Finally, the tool should have good configuration documentation and a good troubleshooting guide.

Support: There should be a helpdesk available in the office hours. There should be upgrades available on a reasonable basis, and the upgrade path should be straightforward.

Structural Issues: The product should be secure. The tool should not cause any co-existence problems with systems already running on the company's infrastructure. The tool should not cause undue load on the systems or the infrastructure. The load caused by the tool itself should be measurable.

Functionality: This area did cover most issues, like:
- The tool should be able to simulate load volumes between 1 and 1,000,000 concurrent hits
- The tool should be able to handle streams from logs
- The tool should be able to generate load in a random or controlled way depending on requirements
- The tool must be able to generate output to log files, spreadsheets, diagnostic screens, prepared formats, and it must be possible to save and open previous results, and it must be possible to print the output
- The tool must be able to handle pop-ups on a web-site
- It should be possible to version-control and label the separate tests
- It should be possible to reuse tests
- The tool should be able to handle both internal load as well as load from the web
- The tool should be able to analyze components that contribute to load on the network, the applications, the database etc.
- The tool must be able to identify what resources in the technical infrastructure that are being hit during a load test

3.1.3 The final shortlist
There were five tools left on the final shortlist. These were:
- Radview - Webload
- Empirex - E.Load
- Opendemand - openload
- Softlight - Sitetools Loader
- Web Performance Trainer
- OpenSTA
- Novosoft - WAPT

Demo versions or evaluation versions of these tools were downloaded from the internet and installed on computers both within the company's network, and also on computers outside the company's network. The same types of test scripts were developed for all the tools, and the test scripts were run with different numbers of virtual users (where applicable) to simulate a real load on the company's web sites.

The test scripts were designed to simulate different types of use of the web sites. The first case was users just opening the main web pages of all the three web sites just to look for information. Secondly users clicking on main news articles were simulated. These articles were most likely stored in the web caches since it is rather static information. Third users asking for updated prices were simulated to also activate the application servers. Finally users logging onto a secure area with user name and password were simulated. This was done to make sure that the ability of the infrastructure to handle several logins at the same time was tested.

The results from the test, together with downloaded documentation of the tools, showed that all these tools were more or less able to fulfill the criteria set by the company. This final shortlist was presented to the IT management in the company, and OpenSTA was chosen. The main reason for choosing OpenSTA was the price structure of the commercial tools. Most of the commercial tools have a basis license cost. On top of this basis license cost the user has to pay per virtual user which is to be simulated. For the company in this case study, a high number of virtual users, the ideal number was 40,000, were needed to test a realistic load, giving very high cost if they were to choose one of the commercial tools.

3.2 The implementation and initial use of the selected tool

When OpenSTA was chosen, the tool was downloaded from Internet. It was installed on one computer in the beginning. One of the developers taught herself how to use the tool. Scripts for running tests against the company's web site were developed, and initial testing was done. During the tests, several monitoring tools were
running on the application servers and database servers. After the initial tests, server logs were studied. The aim was to confirm that the scripts really did run, and that the intended actions implemented in the scripts had taken place within the systems and infrastructure. The server logs were also used to measure the actual load on the application servers and the database servers.

As a second stage, OpenSTA was also installed on a computer running outside the company's network. The same scripts were deployed, and run from this computer. The scripts were also run in parallel from computers inside and outside the company's network. This was done as a pre-test for increasing the load, and also to be better able to control the deployment and use of the scripts.

The tool seemed to simulate a number of users in a proper way. It was not possible from all the server logs to identify how the technical infrastructure did react to all the requests.

4. Analysis and Discussion

In this section of the paper the results from the tool selection are analyzed and discussed.

4.1 The tool selection process

The tool selection process managed to support the company in selecting a web load test tool. The tool did fulfill the requirements set by the company, and it was possible to deploy the tool. The definition and management of the test script did work well, as did the definition and control of the virtual users needed to perform the testing.

From the data and analysis it seems clear that adopting a tool selection process as described in this paper is a proper way to ensure the selection of an appropriate web load test tool.

4.2 Selecting an open source test tool

The download, installation and deployment of OpenSTA in this company worked out well. The downloaded version did support the software and hardware infrastructure in the company according to the facts about the tool available on Internet.

The people working in the IT department could not point out any weaknesses when compared to acquirement of a commercial tool. Frequently asked questions, and answers posted on the internet site worked as a good replacement of written manuals and instructions. The long-term use of the web load testing tool within the company is not analyzed. The conclusion after the initial use, and short term use, covered by this paper is that an open source tool did work properly for this company, and that the use of open source tools should be considered by companies looking for a web load testing tool, applying the same sort of evaluation process as in this case study.

5. Possible further research

It would be of interest to collect empirical data from several case studies where different tools have been used for web load testing. These data should include evaluation of both strengths and weaknesses of the selected tools, described in context of the organizations using them as well as the types of web applications, or services, being tested. The technical infrastructure on which the tools have been used also needs to be included in the context. By doing such an evaluation it should be possible to map different properties by a software developing organization to different tools, and also hopefully, different properties by the tools.

The development process for web applications should include the configuration and use of some tool for web load testing. How to incorporate the load testing into the development process should be further explored.
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Defect Management System
A success story with Process Automation

Abstract

Defect management Systems (DMS) helps to cut down the large amounts of time required for manual Document / Code reviews and additionally support many aspects of software quality assurance for the project. DMS is a automated Management tool which aids in automating the defect collection, organization and reporting of defects in review process as captured in the Reviews (Documents & Code) and testing stages of the Software Process Life Cycle. Also it is capable of giving very useful Review / Test metrics from which root cause analysis can be done. In addition, visualization of Root causes in the form of Pareto, Fish-bone analysis is also possible. The detailed reports on key aspects of the Product related defects could be easily generated.

This paper presents the experience of the team, DMS (Defect management Systems, a SPI team of the Software Technology Appreciation Group in the organization, PSC (Philips Software Centre (P) Ltd., Bangalore), in making the tool possible. The team has developed an in-house tool and this paper provides insights regarding how to integrate with existing tools in the organization & successful deployment of the in-house tool.

Keywords
1 INTRODUCTION

Philips Software Centre Private Ltd, operating from Philips Innovation Campus (PIC), Bangalore, India was established in August 1996 as a wholly-owned subsidiary of Royal Philips Electronics N.V. Major work at Philips Software Centre are done using state-of-the-art software engineering paradigms and platforms including real-time systems, component-based software engineering. PIC is an ISO 9001/TickIT, SEI CMM Level 5 company and has emerged as a critical partner in the development of strategic and futuristic technologies for Philips worldwide.

Product market is a very competitive affair these days. For almost every other product or service, there is more than one organization trying to sell the same and in each of these, the core product is essentially the same. What then determines the organization's success rate is the amalgamation of the following 3 factors:

- Cost effectiveness
- High Quality
- Fast Time To Market

Key objectives in a product company is to reduce cost is in terms of "CYCLE TIME REDUCTION ". This can be achieved via Automation of various process to enable fast development of the product.

A lot of effort was being directed towards collation and analysis of Review findings at Philips Software Centre, thus adversely affecting productivity. DMS tool was conceptualized to reduce this non value adding effort. This tool automates the collection, organization, reporting & management of defects captured in the Reviews (Documents & Code) and testing stages of the Software Process Life Cycle.

DMS intends to significantly reduce the effort spent on collecting defect data, manual calculation of metrics, & Perform RCA and come up with a Defect Prevention actions. DMS tool is presently deployed across PIC and has become a way-of-life in the organization. Infact PIC-Bangalore is currently deploying this tool at various other Philips sites across the world.

The paper also describes how the DMS was used as an effective solution in aiding Software Process Improvements and describes how it was deployed seamlessly within the organization. In particular, the topics covered include:

- Decomposition of the problem – definition statement of attributes for the DMS System
- Development of the DMS system
- Key challenges faced
- Results, Lessons learned and way forward

2 BACKGROUND

The DMS STAG team started the work with the following main objectives:

1. To evaluate the usage of existing tools in the organization
2. To evaluate the functional scope of these tools with respect to the requirements of a standard Defect Management System
3. To create an appropriate DMS tool
4. To bring in the changes needed in the related processes and technologies in the organization to improve the effectiveness of Defect Management
3 TOWARDS CREATION

3.1 Organization Goals for DMS

**Goal 1:** Eliminating manual collection of defect data, which will lead to errors from review and testing process.

The results to be achieved from this goal are:
- Automate Defect collection and reporting
- Cycle time reduction in calculating the defect metrics of the project.
- Environmental friendly – Paper wastage is reduced, as on-line review and review preparation are possible.
- Multi-site reviews made simpler and easier (The review softcopies are consolidated with the use of macros).

**Goal 2:** Web Enabled Database Repository

The results to be achieved from this goal are:
- Centralized repository of defect data for the present and future projects.
- Data representation in graphical format – automated.
- Query based data repository.

**Goal 3:** Web Enabled Defect Management

The results to be achieved from this goal are:
- Reference defect trend to be selected for the project, as basis for the current defect prevention plan.
- Pareto analysis to identify top Signature & Causes.
- Creation of an automated Fish bone diagram for aiding RCA.
- Planning and Tracking of DP using PDCA cycle.

3.2 Approach

On interaction with the cross-section of practitioners in Organization, it was felt the present form of review templates for defect logging was too cumbersome. Manual collection of data from the review reports and Problem tracker (Continuus PT/Clearquest) is prone to inadvertent errors. Lot of effort is spent towards consolidation of Review and Testing defects, thus adversely affecting productivity. A need was felt to have a tool, which will significantly reduce the effort spent on manually collecting the data and calculating the metrics associated with review and testing processes.

A Survey was conducted to collect the requirements of the organization for automating the data collection part of the review and testing process. The key requirements of the practitioners are summarized as follows:
• Metrics/Defect Classification should be web enabled & automated
  - Capturing of the defects should be done using a GUI based tool.
  - Tool should be integrated to PR/CR Tracker tool such as Clearcase DDTS and Continuus PT
• Common Defects Repository
• Tool would aid in Pareto & Root Cause analysis
• Tool should also generate various defect related metrics & graphs
• Tool should be simple, short, less time consuming.

The need was clear to develop a tool, which will automate the defect management mechanism of review and testing process.

4 General Description of the Tool

The DMS tool consists of 3 parts:
1. The review part
2. The testing part
3. Defect Management Part

The tool eliminates manual typing of Review Comments after the review is over. The participants review the work product on the desktop or PC screen. A dialog box appears on the screen wherein the reviewers enter the defect severity, Cause for the defect, defect type and Qualifier. All the reviewers send the review comments to the author/moderator. The tool consolidates the comments automatically for the author / moderator and the consolidated review report is taken to the review meeting for discussion. Provision is made for capturing the defects, from the review meeting also and added to the consolidated review report. Using Macros the review defects are picked from the Consolidated review sheet and sent to a database, to calculate various metrics like Review effectiveness, Defect densities for life cycle stages, Review & Testing defects, Effort related metrics such as Review and Review rework effort, automatically. The query database is dynamic in nature and act as a data repository for projects.

Testing defect metric is also automated. Defects logged onto Synergy (CM Tool) database is converted to an excel format (comma separated value <csv> file format) and exported to the database. Using this information, we are able to calculate Post release defect metrics and the ratio between review and testing defects.

Defect Management assists in implementing the DP and CAR Process at the Project/Line of Business Level, by automating Pareto analysis of the defects and help in Root cause analysis and Resolution. This will also aid in planning and tracking the Defect prevention actions. DMS institutionalises a PDCA cycle to help, implement the DP and CAR Process.

5 CHALLENGES

• Resistance to change
  - Members used to the manual reporting mechanism, had reluctance to use the new tool as it involved downloading from the web and changing the templates to use the macros. This was overcome by creating an installation shield, which will automatically install the tool in the users desktop.
SEPG mandated the tool to be used in all projects and the same was notified through the organization process manual.

- **Mis-conception about the tool**
  - It was highlighted that the tool is not a substitute to the review process and just helps in automatic collation and reporting of defects.
  - Demo sessions conducted by the SPI members in their respective business units and also to the SEPG group.

6 **The Results**

- Cycle time reduction as review process is automated.
  - Eg: After a review meeting with 50 defects it took an average of 120 minutes to manually enter all the review comments in the word document. Now with the tool, it hardly takes 5 minutes.
- The review part of the tool is used in projects in all the business units of PIC.
- All Review & Test Related metrics are reported to Corporate Quality using the DMS tool

For ROI Details – Please refer to ROI Table 1.
For sample user feedback – Please refer to APPENDIX

7 **Best Practices**

- ‘Proof of concept’ carried out by proto-typing, before building the actual system
- Back-ups for key people, so that work does not suffer, even during project pressure, travel etc.
- Technical documentation was very good and followed the peer review process. It was emphasized that the aim should be "Building it Right" than "testing it right". Also,
  - Requirements, Architecture and detailed Design artifacts and Test Specs well documented
  - Help files & User manual for operating the system in place
- Daily focus meetings for tracking
  - Daily Audio bridge followed by weekly face to face meetings

8 **Learnings**

- SPI activities in organization are not less important than projects. **Need an “I Can Attitude and I will Attitude”**
  - “I can is more important than IQ”
    - Quote from the book “The monk who sold his Ferrari”
For SPI activities, Aggressive commitments are difficult to match (Project deadlines are the one and only ‘holy cow’)

- Involvement from the Organization stakeholders for Knowledge Transfer and takeover upfront.
- Issues with deployment can be addressed early.
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Appendix 2

Return on Investment (ROI)

<table>
<thead>
<tr>
<th>LOB</th>
<th>No. Of Reviews</th>
<th>Time taken by Author for consolidating the comments Manually (Person Hours)</th>
<th>Time taken by Tool (person Hours)</th>
<th>ROI Using the Tool (Time taken before-Time taken after) * 100 / (Time taken after)</th>
<th>Effort Saved for Months</th>
</tr>
</thead>
<tbody>
<tr>
<td>DS</td>
<td>74</td>
<td>222</td>
<td>74.00</td>
<td>200.00%</td>
<td>148.00</td>
</tr>
<tr>
<td>PBC</td>
<td>14</td>
<td>42</td>
<td>14.00</td>
<td>200.00%</td>
<td>28.00</td>
</tr>
<tr>
<td>SPG</td>
<td>48</td>
<td>144</td>
<td>48.00</td>
<td>200.00%</td>
<td>96.00</td>
</tr>
<tr>
<td>TV</td>
<td>26</td>
<td>78</td>
<td>26.00</td>
<td>200.00%</td>
<td>52.00</td>
</tr>
</tbody>
</table>

Note: Average time taken for entering/consolidating 50 – 60 review comments for a review is 180 minutes

Review Effectiveness (if tool used only for consolidation of review comments)

- Time taken by SQE To DO Manually: 45 minutes
- Time taken by The Tool: 5 minutes
- ROI: 800.00%

Note: Review Effectiveness is Calculated After Every Review

Estimated ROI for Testing Defects after 1 Projects piloting

- Time taken by SQE To DO Manually: 30 minutes
- Time taken by The Tool: 3 minutes
- ROI: 900%

ROI Table 1

![Effort Comparison - Manual vs Tool](image_url)

Figure 1: Effort Comparison Manual Vs Tool
APPENDIX 3

Feedback from Users

I find DMS (with review tool) really convenient to assess product quality and have already used it in reporting the monthly metrics (for peer review effectiveness) and also to view the status of product quality. The ability to generate data across lifecycle stages and also projects is useful. If the charts related to monthly product quality metrics are all provided in the future, it would be the icing on the cake - Components

A very well developed UI and an excellent tool which aids in preparing, conducting and completing the review cycle - MCE/TV

A good tool to optimize review process! User friendly tool during review preparation, during review & after review! - MCE/TV

Considerable improvement in Productivity; Ease of creation and consolidation of review report; Reduction of cycle time of review process-. MCE/PBC

DMS tool is a catalyst in continuous Improvement. All one needs to do is few clicks of mouse button to consolidates review defects, defect density data, testing defects and viewing graphical representation of defect data - MCE/DS

After using the DMS the effort involved for entries of the defects for documents has reduced by 1/2; the effort involved for entries of the defects for code has reduced by almost 3/4; Effort for consolidation of defects has reduced by 3/4; Also it is a very user friendly tool. MCE/Special projects.
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Abstract

For all projects, the need to set up well defined processes obviously grows in proportion to team sizes and the complexity of project goals. Rapidly growing organizations in particular often experience the problem that the development of processes does not keep pace with increasing project complexity, resulting in a gradual loss of efficiency. To improve this situation, new processes and tools often have to be introduced in existing organizations and in project teams with a high level of experience. Such introduction projects are even more demanding if the development environment is heterogeneous and if a high acceptance threshold towards tools is expected. In our paper we describe the situation in our company, which undertakes ambitious development projects in the field of technical applications with the main focus on simulation software and hardware. In the last 3 years we gained experience in 2 consecutive process management projects in large organizations, the first targeted at introducing a configuration management tool and the corresponding processes, and the goal of the second being the introduction of a new uniform project management process and tool. We report on the organization and responsibilities of evaluation teams, on methods of selecting tools reliably, and on how the acceptance thresholds were lowered by setting up new accepted processes coupled with appropriate training. The lessons learnt from the first project are presented, and we describe how these were applied to the second, the project management project. In conclusion, we present a bundle of best practices that we aim to pursue in future projects.
Introduction

People in young, successful, and rapidly growing high-tech companies often remember the foundation phase of their company: In the initial phase, only small development teams with a few members or even "one-man teams" focus their work on features, usability, and robustness. In many cases, there is little or no necessity to introduce stringent and uniform development processes and tool support of these processes, unless customers explicitly require them. With increasing market success and a growing customer base, the products become more and more complex. Further development, customer-specific modifications, and maintenance and support tasks lead to staff growth. To meet customer timelines, more and more tasks have to be done in parallel and several people have to work on the same version or different versions of an item such as a software component at the same time. The situation becomes even more complex when numerous products must be handled at the same time. By this stage at the latest, setting up, documenting and maintaining uniform processes, and introducing tools in support of those processes, become vital elements of development activities. Neglecting such activities would lead to a substantial loss in efficiency and quality.

Our company is 17 years young, with a history similar to the one sketched above. We develop real-time simulation systems (hardware and software), which is mainly used in the automotive industry for developing and testing control systems, such as engine control, ABS, ESP and many more. The simulation systems comprise hardware components, embedded software components such as real-time operating systems and I/O drivers, code generation software, and visualization and test software. All components are designed as off-the-shelf products; there is only little engineering work to be done by the product development teams.

Several reasons motivated us to work on processes and introduce them along with appropriate support tools: The software components are developed in different environments and languages. Embedded software is written in C for various target platforms. The code generation software parts are mainly based on scripting languages provided with the widely used control modeling tool MATLAB®/SIMULINK® and C++. The visualization and test components run on WINDOWS® platforms and are predominantly written in C++ and the freeware scripting language Python. Thus, the development environments, and the methods and expertise of the development teams, are quite heterogeneous. As members of the different development teams usually have to work together on common projects, it is crucial to have unified processes between the development teams to avoid significant efficiency losses caused by different understanding of methods, tool usage, and even terminology. Complex tool functionality and demanding quality requirements, particularly in safety-critical applications, necessitate the traceability of all documents produced throughout the development process, e.g., requirement specifications, test results, release decisions, and many more. This, in turn, requires defined processes throughout the entire product development and the traceability of all relevant changes to the documents. Configuration management is one of the essential processes in this context, particularly when talking about parallel development work on tools composed of several megabytes of source code and hundreds of individual components. In addition, some customers requested us to assess our product development process according to standard process models which require – among others – defined configuration management processes.

As customers often have tough schedules for their projects, they must rely on the suppliers' release date commitments. Consequently, the credibility of the release date is an important element in maintaining customer confidence. We strive at improving our release date predictability, especially by introducing and improving the project management process.

Last but not least, the documentation of well defined processes helps new employees joining the development teams to become productive quickly.

This paper aims to present our experience of introducing both configuration management and project management.
The Configuration Management Project

The Initial Situation and Goals
Our products are maintained over years. Development projects usually lead to new versions of the same product containing new features and/or improvements. All new versions of our software product portfolio are bundled and issued with a new release, and many of the products are interdependent. The releases of various types (major, minor, maintenance) add up to about 12-14 releases a year. For all maintenance tasks such as support, bug fixes and customization, defined access to all versions released is indispensable. We therefore introduced simple version control systems many years ago. With growing team sizes, the increasing demand for parallel development, and growing product complexity with respect to both the number of features and the number of product interdependencies, the weaknesses of the initial approach became increasingly apparent. The major drawbacks were that our tool:

- Was not appropriate for larger teams,
- Did not support temporary development paths (branches),
- Did not support bug tracking and change requests,
- Had no process or workflow support; moreover, no uniform processes were defined for versioning,
- Did not support configuration management. Relations between bug lists, change requests, and the corresponding software versions were maintained manually or even did not exist.

Our goals were to get rid of the drawbacks to be ready for further team growth and increasing product complexity, and to establish appropriate processes along with tool introduction. In addition, both processes and tool usage had to be standardized throughout the entire product development. Hence, the introduction project had 2 facets, one being the introduction of a new versioning tool and migration of existing data, the other being the introduction of the new configuration management process and the corresponding tool features.

Setting up the Team
When we decided to initiate a project to introduce configuration management, we anticipated the following problems:

The developers always work on very high-level products using cutting-edge technology. They are often confronted with challenging demands from our customers with regard to the features, usability, and robustness of the products. In turn, the developers make challenging demands on the tools they use, particularly with ambitious project schedules. Hence, the acceptance threshold for new tools and processes was expected to be extraordinarily high. We had to ensure that developers were closely involved in the decision process.

We anticipated there would be a wide range of different requirements for the tool due to the heterogeneous development environment (see above).

Basic knowledge of configuration management tools and processes was poor. A significant effort had to be planned to acquire the know-how.

We chose to set up 2 teams, one responsible for the processes, the other for tool selection. The first team (CM Process) was filled by management people, e.g., group or department leaders, the second (CM Experts) by highly experienced developers with high reputations in their teams. We involved delegates from all the development departments, in total 5, in both teams in order to establish close and direct communication channels between the selection teams and the departments in charge of implementing the processes and tool usage. Essential team results were reviewed by colleagues in the departments, who were involved in final discussions where necessary in order to achieve broad
common agreement. This ensured information flow and reduced acceptance thresholds when new processes, methods and tools were implemented. Figure 1 shows the team structure and the communication channels. The documentation department was involved in the project described below.

Both teams were directed by the head of one of the development departments, a person involved in other cross-departmental tasks. During the project we acquired an employee who was fully in charge of quality management. He took over project management step by step.

In an initial 2-day workshop held by external consultants, we got basic know-how on configuration management and gathered our initial requirements. The results were a rough overview of the methods of configuration management and of the most important vendors of tools in this domain, and a structured collection of our own requirements. After the workshop, both teams worked in parallel and communicated closely.

**Tool Selection Process**

From marketing material, trade fairs and independent reports, the CM Experts preselected 6 tools to be assessed in detail in workshops together with the vendors. To achieve comparability between the vendors, we took 2 measures:

Working out a questionnaire asking questions resulting from daily development work and questions with respect to support of the configuration management process. The latter questions were less detailed and less concrete as we did not have experience in this domain. The job of the process team was not yet completed. All preselected vendors were requested to answer the questionnaire prior to the assessment workshops or during the workshops.

Identifying assessment criteria suitable for a quantitative assessment of the tools. We identified 19 criteria and determined weighting factors. Every tool was assessed numerically shortly after the workshops and every member of the evaluation team gave a mark for each criterion.

Numeric assessment was supplemented by qualitative assessment of the answers to the questionnaire, the general impression of tools and vendors, and pricing information. This led us to a decision which we thought to be reliable within a few months. However, in view of the high financial investment, we opted for an additional pilot project with the rank 1 tool. We identified 3 real development projects to be supported by the tool and had the project team members trained. Surprisingly, the tool failed. We encountered unexpected quality problems and a lack of functionality. This was despite the fact that the lack of functionality had been recognized in the earlier phases of the selection process during the workshops, and workarounds had been suggested. Unfortunately, they turned out to be unusable in practical work. Apparently, the pilot project was essential to detect the tool’s weaknesses, as this was the only way in which realistic and daily work tasks were solved with it. However, for time and cost reasons we were not able to repeat pilot projects with two more tools (rank 2 and 3). We had to think about a more efficient method of obtaining a more thorough knowledge of the alternative tools prior to any further pilot projects and a more reliable basis for our decision. We identified characteristic and daily work use scenarios from the various development teams and documented them in the form of detailed step-by-step instructions. The use scenarios comprised setting up projects, defining configurations, going through integrations, and many more. We also included detailed questions about the handling of change requests and task and workflow support. These questions were driven by the results of the process team rather than by practical work, because there was only little experience with configuration management at this time. The document was written by experienced developers and reviewed by the tool team. We called it the “screenplay”, and it comprised 35 scenarios. We organized 3-day workshops for each tool and requested the vendors to set up their software and provide a coach for that period. Under the guidance of the coach, our expert team and qualified developers tried to solve the tasks described in the screenplay during the workshops. Each member of the team recorded all findings in their individual copies of the
Figure 2: Activities in the selection process of the configuration management tool

screenplay. At the end of every workshop day, all members briefly discussed the pros and cons of the tool being evaluated, and voted. After completion of the workshop, the final assessment was compiled by the team. As all the workshops were held within a very short time of a few weeks, it was easy to compare the findings from each workshop. We felt that we got a much more profound insight into the evaluated tools and much more information on their usefulness in our own daily work. After budget clearance we purchased the tool. An outline of the team activities during the selection process is shown in Figure 2.

Setting up the Configuration Management Processes

As pointed out earlier, we set up a CM Process team comprising 5 employees. Each team member headed an organizational unit and therefore each person was in charge of quality issues. Their main task was to define a uniform configuration management process applicable to all development teams. The problem report/change request process is essential for configuration management. Consequently, the team focused on this kernel process and worked on:

Selection of a suitable method to uniformly document processes
Definition of a standard problem report/change request sheet and all data assigned to it
Determination of the workflow through the change process by defining a state model for problem reports
Definition of roles working with the problem reports, their responsibilities and rights.

As a result we identified 6 roles and the corresponding activities of the problem report workflow. Both roles and activities were documented using a combination of activity-chart-like diagrams and brief textual descriptions. In order to achieve the traceability of each problem and to get workflow support from the tool, we defined 15 states of a problem report and transitions between them. Only authorized roles were allowed to initiate the transition, i.e., we defined precise transition-role mapping. The work turned out to be quite time-consuming for several reasons. First, we did not have a documentation standard to describe processes. We had process documents in the various development departments, but they only covered certain aspects of process documentation and were mainly textual and hence not very suitable as a development-wide standard. We looked for several options and decided to introduce the scheme described above. Second, the heterogeneity of the developments teams led to very different requirements regarding the problem report sheet. It took a substantial amount of time to homogenize the manifold demands. Third, the various tools examined by the CM Experts team at the same time showed very different approaches and terminology with respect to workflow support.

These tool characteristics affected the definition of the change process. Consequently, we were unable to complete process documentation before the tool had been selected. Thus, the essential process for configuration management was well defined when we started to introduce the tool. However, new standardized versioning processes were not addressed in time, due to the erroneous assumption that the old ones would still be suitable for the new tool environment and due to the lack of time. The folder structure of the tool repository in particular was not standardized in time, which resulted in extra work during tool roll-out.

Tool Roll-Out

The selection process, the problem report process, and the tool decision were presented to a larger community of developers in an info forum to provide them with information on further steps and to give them the opportunity of asking questions. It proved to be a great advantage that the teams had been recruited from experienced
individuals with high reputations in their teams. We found that acceptance of the assessment method and the decision itself was high.

The tool roll-out consisted of two phases:

The migration of the data from the old versioning tool to the versioning part of the new tool
The introduction of the new configuration management part

Because we did not want to jeopardize ongoing projects, all migration and introduction activities were done in the inter-project gaps, e.g., immediately after a release of a product and before starting the development of the next version. Developers from the various teams were trained on the tool and they, in turn, trained their colleagues, which was easy as we had tool and process experts from each department. Because tool selection had been thorough, we encountered no more essential technical or functional problems. The drawbacks of the new tool and potential workarounds were known and well communicated prior to widespread tool usage. Every department and every project team evolved its own plan for migration into the new world. During this phase we found that some definition and processes were not yet defined (see previous chapter). This was solved quickly during the introduction phase but quite late, resulting in some extra migration work.

Now, after 2½ years, almost all departments have finished and the tool has been successfully and uniformly introduced in the development departments. Furthermore, it is increasingly being used in departments other than product development. We are very satisfied with this project.

Currently, the tool environment is administered by two employees, one responsible for technology and versioning, the other for workflow support and process administration.

Lessons Learned

The following practices proved to be useful:
Setting up 2 different but closely communicating teams, one working on the processes, and one working on tool evaluation.
Recruiting highly skilled people from the departments involved to lower the acceptance threshold and to ensure easy know-how transfer to the departments.
The "screenplay" method is very effective for comparing tools by applying them to realistic use scenarios.
Step-by-step tool introduction minimizes the risks for ongoing projects and allows for gradual growth in experience with both tool and processes.
Pilot projects are crucial for revealing tool weaknesses.

The weaknesses we experienced are:
The initial tool preselection approach turned out to be insufficient as it did not provide in-depth knowledge.
Process awareness must start earlier in the project, particularly when new processes are to be introduced or processes are to be standardized within larger organizations.
The process activities are quite time consuming, particularly if there is no experience of documenting processes and if the processes to be introduced are completely new, such as configuration management in our example.
The process and tool teams should work consecutively so that the tool requirements can be derived from the process definitions.
The Project Management Project

The Initial Situation and Strategic Goals

In the light of our experience with the configuration management project, we decided to completely investigate project management processes prior to the evaluation of tools. In view of the fact that the development departments previously worked on their own project management processes, we started to analyze the project management environment of each development team. Using the process analysis method of Philip B. Crosby (TQM), we received comparable results. We discovered various methods, project management tools and procedures. Departments where short-term projects were the daily work developed more sophisticated methods than in areas where long-term projects dominated. The tool environments created also differed. In some teams, MS Project was established, while other teams used their home-made project management environment based on MS Excel. Combinations of various tools were also used to manage the projects. Moreover, the project management terminology used was heterogeneous. This analysis resulted in a documented process description for all departments containing all subprocesses, process ownership, activities, process inputs and outputs, tools and infrastructure, roles combined with responsibilities, know-how and abilities, as well as internal departmental standards.

Setting up the Team

Encouraged by the experience of the previous project, we established a task force, again involving members from all development departments, and this time including the documentation department, which is involved in any development project (refer to Figure 1, chapter “Setting up the Team”). The selected team members had experience in their individual project management methods and knowledge of the specific tool environment, and worked in cross-department projects. It was their responsibility to define process and tool requirements which would lead to common processes to be implemented across all development areas.

The goals for the project management task force were:

- Unify the project management process
- Standardize project management terminology
- Identify efficient workflows
- Achieve more and more cross-departmental teams
- More reliable release date forecasts
- Transparency of resource workload
- Unified project management tools
- Multiproject management to identify cross-project influences
- Extract our requirements for a shared project management tool

To ensure continuous work, we set up redundancies to keep the work going despite business trips, vacations, or other unpredictable absences.

Setting up the Project Management Processes

Comparing the results of the process analysis, we defined subprocesses for specified project management subprocesses.

- Project definition
- Rough project planning
- Detailed project planning, replanning
- Project control
- Project completion
- Project aborting
Experience Session 2: SPI Tools & Evaluations

Starting with the six individual project management subprocesses, we identified common activities, mapped differences to a common subprocess-based model, and modified the processes for future needs. Several meetings, chaired by a neutral moderator, and lots of discussion led to commonly accepted results. During the sessions the vocabulary was gathered, and a common understanding was acquired and documented in a project management glossary.

We identified the roles necessary for project management, process inputs and outputs, environment and procedures. The project management process model was created and documented in a business process model (refer to Figure 3).

Following our encouraging experience with evaluating the configuration management tool, we again set up the "screenplay" method. Along the defined process, we extracted requirements for project management tools. We assigned process goals and our requirements for tool functionality for each project management subprocess. In addition to the project management process, we realized the necessity to set up requirements for project management tool administration, such as resource management, multiple calendar maintenance, project navigation in a multi-project management environment, access from different locations, user privileges, report management, multiviews of project data, etc. A large number of new requirements were then derived from these processes. To get comparable results we organized the requirements in chapters and documented the requirements in tables as shown in Table 1.

Figure 3: The top level structure of the project management process

Table 1: Extract from the "screenplay" showing activities related to the use scenario "set up calendar"

Each requirement was identified by a unique identifier for communication purposes. Sub-requirements detailing functionality were listed for each major requirement. Each sub-requirement was prioritized for evaluating the results. The whole screenplay was reconciled with all the departments concerned and reviewed by all task force members. The preselection of tool candidates was launched in parallel sessions. In contradiction to the classic approach that resources of the IT department select candidates, preselection was done by a small team staffed with members of the departments concerned, which would use the project management tool in their daily work.

The basic information was taken from a study by the University of Osnabrück, containing assessment results for 28 project management tools. The study was published close to the beginning of tool evaluation (Feb 2003) and described, investigated, categorized and assessed project management tools for different project management necessities. We looked for a plan-oriented tool in the multi-project management system area.

The team decided to perform evaluation in 3 steps:
Preselection against a specified common criteria list
Tool demonstration by manufacturer, distributor or representative
Workshop with end users “acting the screenplay”

Step 1
Extracting highly relevant requirements from the screenplay, we listed the criteria for preselection. About 20 candidates met the criteria in the list. We investigated on the Internet, visited fairs, made telephone inquiries, and selected the top 8 candidates for the next step of evaluation.

Step 2
The second hurdle for the candidates was a tool demonstration and a small questionnaire containing questions about the most relevant requirements identified in the screenplay. In most cases an Internet presentation combined with a telephone conference took place, the time consumption being about 3 to 4 hours including preparing the telephone conference and Internet session.

Step 3
Finally 3 candidates passed the preselection phase. We sent the screenplay to the vendors of these candidates, asked for their statements, and requested them to self-assess their tool with respect to our requirements (“score”). The vendors could score their product as meeting the requirements:

+ = fully, no limitation for a particular requirement
* = partially, it is possible to fulfill the requirement but with limitations or workarounds
- = not fulfilled, the requirement cannot be fulfilled by using the tool

The vendors were requested to comment on their scores, even where they could not fulfill a requirement completely.
In parallel, we asked for a quote for a 2-day workshop to learn more about the tool and tool concepts, act our screenplay, and assess usability for tool adoption in our process environment. To see how interested the representatives were in gaining our custom, we tried to reduce the quote. At the end we got an equivalent price from all competitors. In preparation of the workshop we formulated an agenda used for all workshops to get similar conditions for all candidates. To catch the given time frame of 2 days, we reduced the screenplay to the most important and most used functionalities.
The agenda contained:
½ day tool presentation by representative
½ day project planning
½ day project control
½ day multi-project management facilities, templates and reporting

Not only members of the task force joined the workshop team. It was important for us to include in the workshops all departments that would use the tool in the future, to investigate their needs for project management. Again the screenplay was the guideline through the workshops, and the participants voted in the same manner as the tool representatives before them. A team of two members worked together in the workshop. One member acted the selected parts of the screenplay, the other documented the results in the screenplay.

At the end of each day a summary was produced and impressions were collected. Two candidates passed the workshop. One workshop was stopped and aborted when the team detected that major functions in the area of multi-project management were missing.

Each department collected the results of the workshops in an assessment report separately. The criteria in the report referenced the main chapters of the screenplay processed in the workshops. A priority (high, middle, low) and score (best, medium, inapplicable) had to be documented in the following table per criterion:

General:
Roles and views
Resource management
Project work:
Define project
Rough project planning
Project visualization
Detailed planning and replanning
Project control
Project completion/aborting
Project template support
Multi-project management:
Shared resources
Dependencies between projects
Information flow support
Project team view:
General requirements
Time sheet and feedback
Analyzing project data
Reports
Interfaces
Workflow management
Work product management

The scores were derived from the workshop result documentation. There was no score for the tool evaluated in the aborted workshop. When we analyzed the results for the remaining candidates, we got a dead heat. There was no significant lead for any of the tools. Both tools had advantages and weaknesses in different areas.

As the next step we decided to contact companies who had implemented the tools in their project management world. We searched for a power user for each tool who had had the tool in place for several years as a reference. Two members of the task force worked out a questionnaire as a basis for interviewing members of the responsible project management teams of the companies. A one-day visit was organized to learn their experience of using the tool, and to understand what the advantages are, what kind of daily problems occur, and how they are solved. We discovered additional areas we had not covered when setting up the screenplay: the update mechanisms of the implemented tool. One tool had a huge gap in this area. We had not anticipated that this could be a problem for an accepted project management tool. We learned that there is an enormous maintenance workload when new tool versions are distributed. Furthermore, we were told that it is very valuable to have three servers in place to perform tasks for production environment, for training and for updating the project management system. Also we learnt about the project management processes tailored for project management tool assistance and about the experience of tool implementation and process introduction.

The Final Vote
After presentation of the results of external experience, we started the final voting. All the departments concerned were involved in the final voting, which took into account all the information gathered during evaluation, from own and external experience. Eventually the candidate for first pilot projects was nominated.

The evaluation project ended at this particular point. We agreed to end the task force and to set up a team of experts to implement the process, methods, and tool. These were experts who had to be able to administer the tool, to serve as first contacts in their departments, and to define conventions and modifications for using the process and tool.

Preparing the Next Steps
We arranged external training sessions in tool administration and the methods used with the tool especially for the expert team, held by consultants from the distributor. The group of trained experts worked out conventions for tool adoption and the tool settings necessary for customizing the project management tool to our needs, followed by sessions where tool consultants reviewed our tool settings and conventions for the project management tool environment used in our company scenario.
To improve and finalize the project management process we defined at the beginning, we hired an external consultant to develop training courses for project managers. In preparation we discussed our project management process with the consultant and modified the project management process by adopting state-of-the-art project management methods, documents and procedures. dSPACE documentation on the process, responsibilities,
methods, glossary, and work products was drawn up as a handout for the training sessions and as the basis for project management at dSPACE. There was no focus on tool dedication in these training sessions, but on standard methods of managing a project throughout the company. To bring project management process and tool together, we integrated the project management tool in the process environment by slightly modifying process definitions.

Before introducing the new project management process and tool throughout development activities, we decided to run a few pilot projects to verify the process and tool decisions and definitions. The pilot projects were defined by the expert team. The tool distributor agreed to a half-year pilot phase, where we paid for tool installation and consulting services, using the necessary licenses for free during this period.

To train the pilot project teams, we prepared two training courses with different objectives:
First, a training course for project leaders and group or department heads
Second, a training course for team members who deliver feedback to their project leaders.

The focus of the first course is on:
The new project management process
Definitions, roles, responsibilities, methods, work products
How to define a project
Getting started, project planning
Using project management methods
Project management tool introduction
Project planning in the tool
Project control supported by the tool
Collecting feedback
Interpreting tool data
Resource balancing
Reporting

The second training addressed the following subjects:
What does project management mean?
What are my tasks for project management?
How to deliver tool supported feedback?

The project leader training is organized as a workshop and lasts 3 days; the second training course is a presentation of 4 hours. This training program has to be passed before being admitted to the project management tool, to ensure a common understanding and a common view of the process, methods and tool. The pilot projects were accompanied by the expert team to support the teams, to detect weaknesses and recognize best practices, and to discuss and solve problems occurring in handling the tool or living the process. The pilot phase was driven by a fixed end date. Product development management, the expert team, and the members of the task force came together for the final decision. By reviewing the results, the experience gained, and users' impressions, we came to the decision to buy the tool.

**Getting Productive**

Setting up a live database server for the entire dSPACE project management world, independently of pilot projects, training, and the test environment, was the first step. Some projects of the pilot phase were imported to the productive server, and new projects were started on the new server platform.

The training courses were modified for greater efficiency. Project teams still have to be trained before getting access to the new tool and process. All new projects have to be created in the project management tool according to the project management processes. A common understanding and a project management culture are growing. The process is ongoing. *Figure 4* illustrates the activities throughout the project management project so far.
Figure 4: Activities in the project management project

Lessons Learned So Far

Process awareness in early stages drives a goal-oriented procedure
Without a well-defined process, no sophisticated requirement acquisition
No theoretical process definition, processes must be accepted by process owners
New process design or process modification always carried out with process users concerned
Screenplay method again very successful
Developing our project management process world
Taking future needs into account
Structured documentation
Overview of all requirements with priorities and ratings
Essential for comparison of candidates
Directly comparable
Project management board PJM Experts to conduct all necessary activities
Preparing the ground for new tool and processes
Direct contact in the departments, quick response
Driving introduction
Finding problem solutions
Collecting best practices
Acceptance
Involving all necessary colleagues
Collect requirements from colleagues concerned
Training reduces thresholds
Recruiting multipliers for process infiltration
Time consumption and effort
Method of long- and medium-term evaluation
Investment for future earnings
Long preparation period to define project management process (6-8 months)
Preselection phase (20 → 8 candidates) 1 month
Selection phase (8 → 3 candidates) 2 months
Workshops 0.5 months
Final evaluation phase (3 → 1 candidate) 2 months
Summary and Best Practices

In two projects we established and refined methods for effective process definition, tool selection, and tool roll-outs. The first project was successfully finished; the second one is in the roll-out phase and we are very positive that it will be successful as well. From our experience we find as best practices:

- Start with the process definitions and derive tool requirements from the process needs
- Involve the process owners
- Set up a coordination board
- Generate a single screenplay to precisely reflect requirements in daily work situation
- Get an early tool presentation from vendors (WEB very efficient) for preselection
- Execute the workshop strictly according to the screenplay
- Make necessary process modifications for best tool implementation
- Train users in process and tool
- Set up pilot projects
- Collect feedback from the pilot to improve process and tool adoption
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1 Introduction

John Doe’s Company\(^1\) is a Spanish enterprise that is leader in the sector of consultancy and IT services providing. The invoicing of the company is near the 700 Million € and has more than 2500 people in staff. Its scope of action includes practically all the market sectors and its organizational structure is shown in figure 1.

In summary, this organization is structured in the following operational

\(^1\) Due to contractual obligations, we are not authorized to mention the real name of the company related to this case study. Currently, we are negotiating the permissions to mention the real name of the company in the final version of this paper. All the data provided are real.
areas: High level management, logistics and administration staff, business development staff, operations staff that is differentiated by specialties, that are organized in centres of experts (CEX) and, finally, management of clients whose activity is oriented to satisfy immediate user needs. This structure is in accordance to a business strategy highly centred in the client, to whom it is provided very with specialized solutions that are made in the centres of experts.

John Doe's Company wants to begin a SPI project oriented to improve the performance of the Information Technologies (IT) Project Management and Software Engineering areas.

The organizational units of John Doe's Company that are affected by this SPI project are:
- ERP's (29 project managers, totalizing 120 technical people)
- CRM / KM (55 project managers, totalizing 200 technical people)
- e-Business (28 project managers, totalizing 200 technical people)
- Software Development (28 project managers, totalizing 100 technical people)
- Commercial & Logistics (25 project managers, totalizing 60 technical people)
- Engineers Pull (20 project managers, totalizing more than 1000 technical people)

In accordance with collected information at the beginning of the SPI project, the main highlights of the current situation of John Doe's Company are:
- At organizational level, unified criteria and practices for project management are not well established and documented.
- The techniques and procedures for the projects management have not been standardized as the documental management.
- Software Engineering techniques and procedures have not been standardized.

In order to begin this SPI project and to obtain the established objectives, John Doe's Company contracted the services of PROGRESSION SMP [1]. This company is a Spanish leader in consultancy related to ISO 15504 [2] and CMMI [3]. PROGRESSION SMP provides a set of services relative to planning SPI programs, change management, implementation of risks management strategies and metrics programs, as well as, design and development of knowledge management strategies relative to software businesses.

John Doe's Company contracted PROGRESION SMP due to the large experience of their members (totalizing the participation in more than 70 SPI projects), its independence from John Doe's competitors, the large knowledge related to the software engineering market and the confidence and confidentiality provided by PROGRESION SMP.

2 SPI Action Plan

The solution used is based on practices widely extended and guaranteed by the excellent results that they have obtained during many years in the industry. On the one hand, the software process improvement practices proposed by the IDEAL model [4] and, on the other hand, the ISO 15504 and CMMI reference models.

Figure 2: Software Process Improvement life cycle
From our point of view, the initiating phase of the SPI project includes several activities that are essential to achieve successfully the project objectives. For these initiating activities is necessary to consider the following aspects:

- The project motivation and its starting point only can be founded in key necessities for the business that conform the project requirements. The business needs identified by John Doe's Company managers were:
  - To improve company competitiveness
  - To reduce terms of accomplishment
  - To open new business lines
  - To increase the satisfaction of the client
- From this alignment with the business needs, it is essential to establish the infrastructure necessary to make the project. For this purpose, it is necessary:
  - To create a summarized SPI action plan (the detailed plan is shown in figure 3)

- To determine the organizational structure that support the SPI project (see figure 4)
- To adequate the participants' profiles, updating its knowledge related to the techniques and process capability model to use to guide the SPI Project.
- To identify project's short, medium and large term objectives. These objectives should be measurable.
- To prepare the communication strategy related to SPI project
- To launch the SPI project
- The organizational infrastructure of a project like this should be settled down during the initiating phase. This organization should be structured by the following groups that are graphically described in the figure 4.
- John Doe's Company: MSG, Management Steering Group; SEPG, Software
2.1 Assessment

In accordance with objectives of the definition of the assessment phase of the SPI project, the evaluated process areas have been: Requirements Management (REQM), Requirements Development (RD), Project Planning (PP), Project Monitoring and Control (PMC), Project Quality Assurance (PPQA), Configuration Management (CM), Analysis and Measurement (MA), Technical Solution Definition (TS), Verification (VER), Validation (VAL), Product Integration (PI), Risks Management (RSKM) and Organizational Training (OT).

Due to the complexity of the assessment, that consists of analyzing five organizational units separately, in order to establish the photo of the actual state for each division and a global one, gathering the main problems common to all organizational units, PROGRESION has used the process of evaluation shown in figure 5.

One of the greater risks of the evaluation process consists of a possible lack of motivation of the John Doe's Company personnel because usually the assessment is considered as an unnecessary activity. Our experience says that many software engineering personnel consider more useful beginning directly with the improvement action plan. The recommended contingency action to reduce this risk consists of make a preliminary assessment very short in time, but sufficient to have a general view of the organization to be used as a guide to prepare the exploratory interviews.

The assessment is organized in two main stages.

- The first stage consists of a taking of contact between the evaluators and the software organization, in order to obtain an approximated photo of the organization's software process capacity. You have to be conscious that the obtained data only gives an approximated view that should be confirmed during the second stage of the assessment.

This first photo of the organization's software process capability is obtained by means of evaluation questionnaires (easy to complete) that are filled up by representative project managers, after the celebration of workshop dedicate to explain the basic concepts of the process...
area that is being assessed.

The project managers that fills up the questionnaires, in many cases, do not correctly understand the reference models (ISO 15504 and CMMI) terminology, so, in many cases, the information provided by the project managers does not represent faithfully their current practices.

In many large companies, like John Doe’s Company, want to have a detailed analysis by organizational unit and, moreover, to have a global view of the software organization. There are several tools for helping the evaluator to analyze the achievement of reference models objectives for software process, but these tools does not permit easily the “drill up and down” analysis required for a large company like John Doe’s. For this reason, PROGRESION has developed a software tool based on Microsoft Excel for supporting, in an integrated way, the organization global analysis and the detailed analysis for each organizational unit (see figure 6). This tool is prepared to implement SPICE [5] and SCAMPI [6] assessment models and allows to gather and analysis data coming from different units, helping to identify global conclusions.

- The second phase of the assessment consists of obtaining a precise vision of the organization current practice in relation with the previously selected process areas (in this case, those related to project management and product engineering) and guided by the preliminary evaluation results.
Doe's Company, PROGRESION detected more than 200 evidences, but many of them were very similar and conducted to the same consequences.

The consolidation process needed to integrate evidences and deduct consequences is very complex and should be completed as the interviews are being celebrated.

PROGRESION has developed a software tool (called PROGRESION Appraisal Tracker, see figure 7) for helping the evaluator to identify evidences, consolidate them and deduct the consequences derived from the evidences. This tool allows the user to import the preliminary results (in Microsoft Excel format) from CTP PROGRESION and link them with the objectives and requirements established by the reference model.

PROGRESION Appraisal Tracker also manages an evidences and consequences taxonomy that allows the evaluator, when is consolidating his information, to search previously stored evidences and consequences and attach to the current assessment. This search utilities manages with several synonyms and concepts related that permits a more flexible and efficient search in the taxonomy database.

The human resources employed in the assessment phase have been:

- On the John Doe's Company side:
  - 6 Division Managers
  - 16 Managers of Centers of Experts (Commercial and Logistics: 3; Software Development: 2; e-Business: 4; ERPs: 4 and CRM: 3)
  - 108 Project Managers and Engineers (Commercial and Logistics: 20; Software Development: 22; e-Business: 22; ERPs: 17; CRM: 23; Technological Center: 1 and 3 Client Commercials

- On the PROGRESION SMP side, the organizational structure was configured by a Project Manager, an Assessment Coordinator, three workshops conductors, three interviews responsible and three interview assistants.

The assessment final reports audience was John Doe's Company assessment participants, Responsible of organizational units evaluated, and high managers of John Doe's Company. All of these groups were informed separately, but the information transmitted was the same, it only differed in the level of detail.

### 2.2 Improvement activities

The strategy, which we recommend to follow in the improvements definition and deployment phases, is based on the evolutionary development of processes and process asset libraries, like techniques, tools, etc. This strategy implies the early development of an operative product, so that later successive versions are developed. Each nucleus fulfills minimum and essential requirements and must be modular and flexible, anticipating the future inclusion of more capabilities in a simple way.

This model is being applied in three phases of progressive improvement, on the same process areas that have been analyzed during the assessment phase. Each process area (PA) could be improved in different and sequential phases (one PA in each phase) but we consider that is better to work in several PAs at the same time.

There are two ways to implement this incremental strategy:

1. Deployment of SMALL CHANGES in numerous units
2. Deployment of GREAT CHANGES in not numerous units

The advantages and disadvantages of these two alternatives are shown in figure 8, but for John Doe's Company, we selected the first one.

During the assessment process, high level managers of John Doe's Company mentioned in several occasions that the average time to finalize successfully an improvement program (18 months [4]) is
very high and that was necessary to reach earlier achievements visible to all organizations members, in a term of 6 months.

Advantages:
1. Organization's high commitment
2. Easiness to achieve CL’s 2 and 3
3. Integral design of solutions
Disadvantages:
1. More organizational impact
2. Complex deployment

Advantages :
1. Short term partial results
2. Organization’s commitment is lower
3. Difficulties to achieve CL’s 2 and 3

Due to this circumstance, the improvement deployment strategy is materialized by means of small scale improvement actions performed in the target processes that consist of the introduction of improvements in the processes on small scale, which once tested they are quickly deployed to the whole organization. These small improvements are incremental, and their effect is a gradually improvement of the process capacity visible since the first months. This strategy contributes to increase of the moral of the personnel involved in the SPI project by means of visualizing tangible progresses since very early stages.

It also results in the tendency to simplify the management, support and software engineering processes definitions that must be independent of the technologies used and operated by the different units. These technologies should be considered when we are implementing the procedures to deploy the new processes.
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Abstract: This paper discusses the goals, implementation and results of a study where defined quality processes have been implemented in an e-working infrastructure in distributed multinational EU projects. The paper highlights which functions and quality concepts have been highly used and in which areas there are still skills gaps or missing acceptance to apply quality criteria.

The paper concludes which skills are missing and describes a set of initiatives which the EU is supporting until 2007 to resolve the skills gaps.

1. Goals of the Study of Processes and Integrated Systems

1.1 - Applying ISO 15504 Principles on Distributed EU Projects

ISO 15504 defines capability levels for processes. At level 1 the process is existing, at level 2 the process is managed (tracked against objectives, work products under control), and at level 3 the process is defined (defined, tailored and implemented in an integrated infrastructure).

In the EU IST – 2000 – 28162 project we applied these principles on a set of different EU projects in the fields of the
- IST programme
- EU Leonardo da Vinci Programme
- INTERREG programme
- Minerva programme

and
- Defined scenarios of work for different types of EU projects
- Implemented the scenarios on an integrated online available system with tracking features, version control, templates for results, and tailoring opportunities
- Analysed the teamwork and resulting success criteria in distributed projects in 59 European organisations
I. 2 - Additional Factors Emphasized by the EU

The EU wanted to focus on additional topics such as
- Social competencies required in multinational European teams which act in a distributed manner
- A wizard and fully generic system where the system can be adapted easily to different team-working scenarios (what works in one project might need an adaptation in other projects; sometimes this is even driven by regional demands where the coordinator is placed)
- Thinking about new approaches (even virtual) to analyse if people have sufficient competencies to fulfil certain roles in the teamwork scenarios
- A Re-Use Pool of scenarios concerning best practices for managing IST, Leonardo, Minerva, etc. projects.

J. 3 - Innovation as a Key Factor

The driver for the above set of activities between 1996 – 2006 (now continued in the ManagEur project) were the different innovation studies:

- EU Leonardo da Vinci Project BESTREGIT – Best Regional Innovation Transfer, 1996 – 1999, analysed how successful innovative organisations involved in EU projects operate and compared 200 organisations in Europe ([1], [6],[7]). The study outlined that innovative organisations
  - invest time and money into the understanding of the fundamentals of the forces of change,
  - understand the different cultures through personal contacts using networking at a personal level,
  - study trends and they are always up-to-date,
  - concentrate their energy in areas where they excel or where no one else can operate,
- outsource all other non-core activities,
- are practical users of information technologies and have information technology strategies in place.
- TEAMWORK (2001-2003) tested an e-working platform applying ISO 15504 principles with teams from 59 organisations in 13 countries of Europe. The working behaviour of the users (team-working and team-learning members of the networked platform) has been analysed and a study with key success factors for social team-learning and team-working has been produced as a project deliverable. There were 44 different projects running through the system using the defined environment and being managed by a virtual team leader. The team size of the projects varied from 13 down to 2 different organisations. The result was a pool of best practice working scenarios for different EU project types and a social guide for required team-working competencies.
- A study from WIT at 126 multinational companies and success factors for learning organisations highlighting the stages of learning in a corporate organisation (2002).

2. Implementation of the Study of Processes and Integrated Systems

2.1 –Using a System in Distributed EU Projects

In the projects we used a highly configurable e-working platform TEAMWORK which allows to configure work paces and e-working teamwork scenarios with a wizard (Figure 2). This way the configuration of a new scenario (if necessary) took only 15-20 minutes time. To analyse the required set of scenarios all partners followed a mission and team analysis methodology called BESTREGIT. This methodology provides guidelines about how to analyse
- Mission and goals
- Roles and responsibilities
- Teamwork communication charts and work flows

**METHODOLOGY**

- Mission Analysis
- Analysis of Teamwork Structures
- Infrastructure Establishment
- Continuous Measurement and Improvement

**TEAMWORK System**

(2001 - )

![Figure 2: TEAMWORK System](image)
Once the system had been set up with the refined scenarios of work, the system offered all projects the below functionality:

Project Types / Work Spaces: The system allows for the use of a wizard to configure the structure of workspaces, which we also call project types. Each project type involves a set of team-working scenarios with predefined documentation structures, roles, and flows.

Version Management. All materials published and submitted by the roles fall under version control with defined check in and check out processes, and a version history.

Group Management. Project workspaces based on project type structures are created using an administrator menu. This includes the establishment of a group with user accounts, which are then assigned to roles within the defined project type environment.

Privacy. Created project workspaces are only accessible by the team members who belong to the groups assigned to the projects.

Knowledge Retrieval. The server includes a search and query service, which is also able to search in binary files. Results are presented in a search engine-like style with specific content recommendations.

Forward Trace-ability. The configuration wizard allows for definition of relationships between different types of documents. With the creation of a document, the documents and reports can automatically be linked forward and backward. The need for this feature came from engineering disciplines.
Discussion Forum. Each created project workspace automatically contains a discussion forum. In this forum different topics can be created, discussion topics linked, and files exchanged. It is intended for more informal communication.

Submission / Notification Management. Submission lists are configured per type of document and in the form of roles. Once the submission takes place, the system extracts the users who match the roles and submits a standard notification to the recipients.

Re-Use Pool. The system has already been configured with ISO 9001:2000, ESA ECSS and ESA PS 005 standards, EU project management, EU proposal writing, Software Development, etc. Once a project type has been configured, projects of that type can be created by just a click.

2.2 – Implementing Additional Factors Emphasized by the EU

- Social competencies required in multinational European teams which act in a distributed manner

Questionnaires and interviews have been used by a social experts team to receive feedback about the system usage and user opinions. This led to a social guidebook with typical (using statistical significance analysis) situations, findings and recommendations. Two types of findings could be differentiated:
- Social team factors influenced by the organisational style patterns
- Social team factors influenced by the management style patterns
- Social team factors influenced by the cultural patterns

The analysis was based on the PATTERNS approach. "Patterns and Pattern Languages are ways to describe best practices, good designs, and capture experience in a way that it is possible for others to reuse this experience." ([5], Patterns Homepage, http://hillside.net/pattems/).

PATTERNS is a method where a significant number of people is interviewed, all feedback is recorded and then a systematic search of typical answer patterns is done. This pattern recognition method (also as a tool supported analysis) allows to extract typical social patterns from different teams interviewed.

- A wizard and fully generic system where the system can be adapted easily to different team-working scenarios (what works in one project might need an adaptation in other projects; sometimes this is even driven by regional demands where the coordinator is placed)

Originally the wizard was not part of the underlying TEAMWRK system and had to be developed during the project.

- Thinking about new approaches (even virtual) to analyse if people have sufficient competencies to fulfil certain roles in the teamwork scenarios

As outlined in Figure 1 the system supports roles and communication flows. Users who receive an account are being assigned to roles inside the working scenarios. The major question in distributed EU projects is, do the users (partners) have sufficient skills for the role
they play (e.g. assigning someone to be the quality manager of the project). Thus the idea was created to integrate the TEAMWORK system with a skills analysis system in the future. If someone is assigned to a role we can configure and test if the user would have skills gaps to fully occupy that role.

- A Re-Use Pool of scenarios concerning best practices for managing IST, Leonardo, Minerva, etc. projects.

![Figure 4: Re-Use Pool of Working Spaces Structure](image)

Originally this re-use pool was not part of the underlying TEAMWORK system and had to be developed during the project. If we defined once a best practice set of working scenarios about how an EU Leonardo project is to be planned, the server saved this structure as a project type. Whenever a user in future has to plan an EU Leonardo project he just selects and re-uses that structure and automatically creates a new work space with this defined best practice structure.

3. Results of the Study of Processes and Integrated Systems

3.1 -Feedback concerning the System Usage in Distributed EU Projects

The system meanwhile is used in a set of different EU initiatives (INTERREG, Leonardo, IST, Minerva). The feedback is:

- In general the users feel that the system helps to control the project and supports working in virtual teams.
- However, there seems to be a missing acceptance for the required set of quality criteria as follows –
  - The system forces users to apply version and change control. If a user uploads a new file the user has to select the previous version, document changes, and upload the new file as a new version. This way the system administers a set of versions for one file, displaying version histories. It seems that EU managers still think in terms of files (10 versions = 10 files on a server) instead of version control (one file with a history of 10 versions). About 50% of the EU managers in EU projects need an extra training to understand basic configuration management technologies.
  - The system forces users to use certain templates and to publish files under predefined document categories. It seems that EU managers still think in terms of file directories (many files shared in a directory on a server) instead of...
structured document control (to categorise each file by type – plan, deliverable, review, etc. – and publish under document categories). About 30% of the EU managers in EU projects need an extra simple publish script so that they do not need to understand what document category they use.

- The system forces users to set a certain status (draft, reviewed, approved) for uploaded materials. None of the EU managers used this and it always had to be done by the quality manager in a review afterwards.

The following functions have been extensively (by more than 80% of the EU managers)

- The submission function which automatically submits the materials to the corresponding team members.
- The discussion portal to discuss and agree deliverables.
- The search function to find materials on the server.
- The download of materials, once they were structured and available on the server.

This result illustrates that EU projects (if not managed by a good quality manager in the middle) would (even if the system is place) have troubles achieving a defined and deployed level 3 in ISO 15504. On the other side the analysis of 44 projects in the trial sample showed that those who could manage quality in the results were those who delivered in time at proper quality (with a chance to sustain after the funding ends).

This again resulted in two further decisions / initiatives supported by the EU Leonardo da Vinci programme

(a) There must be a qualification programme which trains EU managers in the above skills (so that quality functions are used as well) – the ManagEUr project.

(b) There must be a certificate (issued by an EU supported qualification body) which future EU managers should have before leading EU projects – the EQN certification initiative.

3.2 – Feedback Concerning Additional Factors Emphasized by the EU

Some selected findings of the pattern analysis were [3], [4], [8]:

COMMUNITY OF TRUST

„If you are building any human organization Then: you must have a foundation of trust and respect for effective communication at levels deep enough to sustain growth.“

Remark: The interviews and our experience show that a community of trust was established during the trials. The formation of a “community of trust” was the result of meetings creating positive relation between the participants, of a common interest in the success of the project, and an efficient and open management style. For applications of TEAMwork in the future it should be explicitly checked which factors in an organisation could endanger mutual trust. It is decisive to create and maintain human relationships between the participants around the formalised communication via the NQA server.

WORK FLOWS INWARD
"If you want information to flow to the producing roles in an organization, then: put the developer at the center and see that information flows toward the center, not from the center."

Remark: This pattern was realised by the configuration of the roles of the participants. The result was, that none of the interviewed persons complained about missing information. In the future this pattern should be used explicitly when flows of information in a TEAMwork project are defined.

TEAM PER TASK

"If a big diversion hits your team, then: let a subteam handle the diversion, the main team keeps going."

Remark: This pattern was a guiding principle of the organisation of the trials with different teams working in different domains and subteams of these teams responsible for individual tasks. During the trials there was no threat of a major diversion. In future applications of TEAMwork an "emergency team" should be defined and nominated in order to be able to handle such cases.

HOLISTIC DIVERSITY

"If development of a subsystem needs many skills, but people specialize, then: create a single team from multiple specialties."

Remark: This pattern was implicitly realised by the whole TEAMwork team and the communication of people with very different skills and professional background. Here again TEAMwork seems to be especially appropriate for heterogenous teams.

The role based approach of TEAMwork makes this pattern a useful supplement to the TEAMwork methodology. The roles themselves say nothing about individual skills of the TEAM members. The combination of people with different skills in a team is especially necessary if the team has to fulfil tasks that cannot be completely formalised and represented by the configuration of the NQA-Server.

3. Conclusion and the EU Manager Certificate

The study showed that systems would be ripe enough to enable a defined quality level for distributed EU projects but there is a significant skills gap to accept the basic quality concepts offered by systems.

Therefore the EU Leonardo da Vinci programme supported an EU project to develop these skills for managers of distributed (EU) projects.

The project ManagEUr (Leonardo da Vinci HU/B/03/F/PP-170028) has developed (2003 - 2006):

- a skills set ad self assessment portal so that people currently managing EU projects can register online, do a self assessment, see their skills profile (matched against the skills
requested by the studies) and can browse recommended learning references. See http://www.iscn.com/projects/manager_skill_portal/.

- a set of training courses for 23 learning objectives identified in the studies and they are offered by partners since early 2005.
- a standard ECDL like test which is supported by a European portal and dynamically generates multiple choice based certification – test questions for managers performing the test.
- a certificate which managers who pass the test can achieve.
- a demo and product CD based on the IST-2000-28162 results to offer EU project management demo portal systems.

In the EQN (European Quality Network) project the EU Leonardo da Vinci programme supports the establishment of a certification unit for qualifications like the certified U project manager (2005 – 2007).
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Abstract

In today's rapidly changing and highly competitive global environment offshore outsourcing (contracting of a portion or all of the software development function to software engineers outside the home country), teams working across national borders and virtual organisations have become a fact. The globalisation of the software market has also changed the contextual boundaries of IS research and practices to include the wider societal context. Management experiences difficulties when applying traditional management approaches, because of the increased complexity of global organisations and their dependency on people with different underlying norms, values and beliefs. Researchers call for caution in managing global workers. They argue that behavioural traits of diverse work groups can contribute to dysfunctional organisations. Cultural sensitivity has become a core issue.

This paper discusses the implications of the globalisation in software development and seeks to make more explicit the human dynamics that bear on the success of outsourcing and virtual collaboration. Two models, namely the e-Sourcing Capability Model for Service Providers (eSCM-SP) and the Software Quality Management – Cultural and Organisational Diversity Evaluation (SQM-CODE) Model, are proposed to bring added value for service purchaser in their search for, selection of and collaboration with service providers.

The eSCM-SP, a capability maturity assessment model related to IT-enabled sourcing, is briefly discussed and the SQM-CODE model, a tool for assessing the fit between organisational and national culture, is presented and its importance for identifying cultural factors and taking appropriate action in order to achieve a cultural fit between the service provider and the contractor in outsourcing business partnerships is revealed.
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1 Introduction, Motivation and Perspectives

EuroSPI 2005 - 3.11
The management of cultural diversity is becoming a significant issue for companies. Due to the emergence of global organisations, increasing number of joint ventures and cross-national partnerships, businesses need to embrace people from a variety of ethnic backgrounds and cultures. This has created a new awareness of the importance of understanding other cultures and has contributed to the need to develop a cultural sensitivity. Problems between mother organisation and subsidiaries, resistance, low motivation and low productivity can arise in international operations because of cultural ignorance or insensitivity (Siakas et al., 2003).

Being a global organisation implies having a universal culture (Joynt and Warner, 1996). The objectives of the global organisations are to create a universal culture in the whole organisation and to integrate multi-domestic operations with individuals who hold opposed work-related values.

The contextual boundaries of Information Systems (IS) research and practices have changed to include the wider societal context due to the globalisation of the software market. Cross-cultures comparative studies have made attempts to document differences in value systems of managers. There are two views on managing IS in a global context.

One view proposes that managing IS in a global context is largely the same as managing IS in a domestic context and the managers will display similar managerial values despite their cultural differences (Sparrow et al., 1994; Ein-Dor and Segev, 1993). In global companies with strong organisational culture managers usually demonstrate similar management style (Land, 1992). This implies that the impact of culture on organisational systems will decline.

The other view proposes that cultures are deeply rooted in individuals and thus the managerial value differences exist due to cultural aspects, different business and legal environments, different languages and varying technology availability (Ives and Järvenpää, 1991; Järvinen, 1997; Tractinsky and Järvenpää, 1995). This implies that organisations are affected by national cultures and seem to resist the convergence effect of international business (Clark and Mueller, 1996; Hofstede, 2001).

The cultural orientation of a society reflects the complex interaction of values, attitudes and behaviours displayed by its members. They are all part of the cultural learning and give rise to misunderstandings and misinterpretation of intent. In global teams there is an acute need for workspace awareness due to limited access to informal communication. Awareness of cultural differences backed up by cross-cultural training becomes an important factor for success in international business.

2 Globalisation

Globalisation is a business fact, expanded worldwide beyond domestic boundaries, which is creating an interconnected world economy in which companies do their business and compete with each other anywhere in the world, regardless of national boundaries (Cullen, 1999). Globalisation today is an inevitable reality that cannot be ignored. Saeed (2002) states that globalisation has been beneficial to nearly all countries around the world, including advanced industrial countries, the emerging economies and many of the world’s low-income countries with exception of a few countries which for ideological reasons have chosen not to pursue free trade. New Information and Communication Technology (ICT) capabilities have increasingly facilitated globalisation. Results will be dependent of development policies and strategies.

The globalisation does not imply homogeneity of cultures (Walsham, 2001). In general, research in IS has not considered culture when investigating the process of software development. Particularly quality related issues seem to be missing in the literature. However, many researchers have compared national cultures with organisational cultures (Clark and Mueller, 1996; Morden 1999; Smith, 1996).

Hofstede (2001) provided strong evidence that national cultural differences shape organisational behaviour at a local level, and that differences in national and regional cultures affect work values. He argued that culture is a collection of characteristics possessed by people who have been conditioned by similar socialisation practices, educational procedures and life experiences. Krishna et al. (2004) affirm that major differences in norms and values cannot be harmonised since they derive from deep-rooted differences in cultural background, education and working life.
In global organisations the organisation culture in the form of assumptions, beliefs, attitudes and values are shared by existing members and taught to new members of the organisation and by promoting a strong organisational culture without disproving and demolishing local converging values and attitudes success is more likely. Similarly shared stakeholder values are considered to be important for success (Hofstede, 2001; Land,1992; Schein, 1985). Organisational culture affects directly individual behaviour by imposing guidelines and expectations for the members of the organisation. One of the key issues for managers in global organisations is integration across geographic distance and cultural diversity (Siakas, 2002).

Organisational culture is mainly created and maintained in existing frameworks by the founders and the leaders of an organisation through their value system (Bryman,1992; Schein, 1985). Three of the most important sources of organisational cultures are according to Brown (1998):

- societal or national cultures within which an organisation is physically situated;
- the vision, management style and personality of the founder and other dominant leaders of the organisation;
- the type of business an organisation conducts and the nature of its business environment.

Within a single culture certain values, attitudes and behaviours are either favoured or suppressed. In a global organisation conflicts and dissatisfied employees will most likely be the result if the values of the employees of the mother organisation are divergent from the values of the employees in a subsidiary (Siakas, 2002).

The challenges globalisation offer, originates from social, economical, legal, political and technological differences between nations, together with cultural differences regarding work values, attitudes and preferences both of employees and consumers. Given the complex nature of globalisation, organisations need to develop high cross-cultural understanding, intercultural communication skills and intercultural management competencies. Management of global organisations that can take account of the cultural context of their endeavours experiences better success.

In a truly global company the top management and board must be prepared to travel to the subsidiary in order to enable the company to make fast decisions. Large companies have a tendency to be inflexible and do not realise the difficulties they face when trying to remotely control overseas subsidiaries. The large company must be as diligent as its local, small competitors, especially on the emerging markets like China, where the local management needs more involvement from the mother organisation in order for the internal decisions not to become a bottleneck for business growth. (Thomsen, 21.4.2005).

Nothing slows down an organisation more than the inability to make even smallest decisions quickly (Jennings and Haughton, 2000). Instead of bureaucracy global organisations need to be flexible. Flexibility can be improved by the creation of simple and understandable guiding principles regarding decision making, new actions, initiatives, new products and new directions. The guiding principles need to be communicated to subsidiaries and shared by everyone in the organisation in order to strengthen the organisational culture.

### 3 Sourcing

Since the Industrial Revolution, companies have struggled with how to exploit their competitive advantage in order to increase their market share and profits. Sourcing is an activity where one organisation provides services to another organisation. Outsourcing entails purchasing a product or process from an outside supplier rather than producing this product or process in-house. The concept of allocating business activities to another organisation was initially used for manufacturing of industrial components. The emphasis for large integrated companies was how to own, manage and directly control their assets (Northfield, 1992). In this sense outsourcing has been used since the mid twenties. In the fifties and sixties, the emphasis was on diversification and to broaden corporate bases. In the seventies and eighties many large companies developed new strategies focusing on their core business, identification of critical processes and choice of processes that could be
outsourced (Northfield, 1992). Thus data processing entries was commonly outsourced and in the nineties outsourcing was used for entire IT operations and IT intensive business processes.

The evolution of the internet has increasingly facilitated organisations to delegate part of their business activities to external service providers and to established business partnerships beyond geographical boundaries. The business activities being outsourced range from resource intensive operational tasks to critical strategic business processes. More recently IT intensive projects and tasks are being increasingly outsourced. Companies may have multiple sourcing relationships in different countries.

Although the primary motivation for outsourcing is cost-effectiveness, there are many transaction costs that should be taken into consideration including the costs of continuous liaison with outsourcing providers, including organising and monitoring projects, as well as evaluating outcomes, handling legal matters such as signing contracts, ownership and copyright issues. Also potential risks need to be quantified and taken into account. Such potential risks may e.g. include potential costs of contract failure.

The activities in sourcing can be grouped into (Siakas et. al. 2005):

- **Process Outsourcing**: The entire business process, often including personnel and resources, such as computers and software, is outsourced and the process is transferred to the service provider.
- **Project Outsourcing**: A subset of activities with a specific dead-line, such as e.g. a software development project, is outsourced.
- **Task Outsourcing**: Outsourcing of usually high demand tasks, such as unplanned demand which can not be met by the internal resources in the organisation.
- **Insourcing**: People are brought into the organisation in order to meet certain requirements and activities within a specific dead-line or to add knowledge and skills in order to reduce risk.

Outsourcing allows organisations to focus on broader business issues and to redirect resources from non-core activities toward research, development and activities that provide a greater return. Simultaneously organisations, by having operations accomplished by outside service providers, who usually are experts in the field, gain access to world class capabilities, such as new technologies, tools, methodologies and procedures that the organisation may not currently possess. Also advantages, such as improved business focus, competitive advantage through expanded skills, continuous improvement and adoption of best practices are likely to take place. As a result customer companies will be enabled to achieve faster, more efficient, effective and more economical business processes.

When companies outsource they become more flexible, more dynamic and more able to meet the changing opportunities. However, organisations should be aware of the risks and dangers that outsourcing can cause like dysfunctional organisations due to loss of control and in-house expertise, cultural differences and dilution of the company knowledge base when outsourcing. Outsourcing is also a vehicle for sharing risks across many companies. Service providers make investments not only for their own company but on behalf of their many contractors. By sharing these investments, the risks are significantly reduced. Also for organisations that lack required resources for applications needed to be developed or modified outsourcing can be a good solution.

Regarding software outsourcing there seem to be more awareness of cultural issues than in the literature about management of software development and information systems in general. The literature about outsourcing seems to propose:

- Recognition of the fact that cross-cultural training is needed both in advance and continuously (Foster, 2000)
- Use of ‘cultural bridging staff’ (people rooted in the country of the sourcing service provider as well as in the country of the client) for informal sharing of experiences (Krishna et.al., 2004)
- Use of common systems, common processes and common compatible technologies (Heeks et. al., 2001)
Recognition of the importance of the communication language (Foster, 2000).

In the Knowledge Society skill based work will be outsourced and creative, innovative knowledge intensive work will remain, but high quality design requires a profound experience and insight in the methodologies and tools used to implement and produce the product.

4 Virtual Collaboration

"Unlike conventional teams, a virtual team works across space, time, and organisational boundaries with links strengthened by webs of communication technologies" (Lipnack and Stamps, 1997).

The leadership traits and skills needed with virtual teams are not different from those used with collocated teams. The difference is in the way they are exerted to create the desired results.

Collaboration has three facets (Balstrup, 2004), namely:

- Collaboration within each collocated group
- Collaboration between dispersed group of the virtual team
- Collaboration between the groups and the leader

A potential conflict arises when the team consists of members from different organisational units, because the team does not know where to place its loyalty. In virtual environment this is amplified, because informal communication is reduced (members seldom meet face-to-face). Lewis (1999) stated that "Language is a poor communication tool unless each word or phrase is seen in its original cultural context". Therefore a successful leader of a virtual team must excel in applying the right choice of communication means along with a profound knowledge of the effect of applying it.

Teamwork is in essence a result of human interaction, but, in an environment where organisations formulate strategies for becoming global, working in a common place becomes less common. Two important factors for supporting collaboration are loyalty and commitment. The individuals of the virtual team and the leader must build a cohesive team committed to the common goal and through interdependent interaction generate group identity and create the feeling of belonging to the "we" group (Balstrup, 2004). Creation of cohesion is fragile and requires effective interpersonal leadership.

The cultural dimension divides the teams into culturally homogeneous and heterogeneous teams. Culture is the most difficult to assess as it embraces facets like language, tradition, values, core beliefs, humour and many more. The virtual leader must posses a profound understanding of the cultural differences within the team. Additionally the leader needs an employee at the distant location who is a valid substitute for him. An employee who through self-management supported by a trusting delegation performs leadership and who loyally exerts the chosen strategy and direction. The benefit of the local leader is to have a person who is able to transform the leadership into the local cultural context and a person to whom the local team can attach in the absence of the virtual leader (Balstrup, 2004).

In a cross-national study of managerial value (Bigoness and Blakely, 1996), used on 567 managers from twelve nations it was found that regardless of nationality the value dimension that included the instrumental value "broadminded, capable and courageous" was ranked as the most important value dimension by all managers.

Particular traits are positively related to successful leadership. This requires the successful leaders to acknowledge and reflect on their strengths and weaknesses. They must be motivated to continuously develop themselves and be aware that a present strength can turn into future weakness. Additionally they must be able to compensate for their own weaknesses by selecting employees or external service providers with complementary strength and empower them to take on the tasks they are more qualified to perform (Balstrup, 2004).
5 Assessment of capabilities of IT-enabled service providers

The effective management of cultural diversity in a global context is a challenge and a competitive advantage. Potential for increased ambiguity, complexity and confusion occurs in situations where a single agreement has to be taken or when overall procedures have to be developed (Adler, 1997). Managers who are involved in cross-cultural communications and negotiations need to develop characteristics such as cultural sensitivity, flexibility and adaptability. However, will these characteristics guarantee success in a multicultural environment? Managers seem to be worried about their own capabilities to be successful in an increasingly complex global context. In order to help service purchasers to search, select and collaborate with service providers we propose the use of two models, namely the eSCM-SP (a capability maturity assessment model) and the Software Quality Management Model - Cultural and Organisational Diversity Evaluation (SQM-CODE) model (a model for assessment of the fit between national and organisational culture).

In the eSCM-SP it is argued that it is important to identify cultural attributes that impact on service and implementation actions in order to support the close coordination necessary to meet client requirements. The model states that “multi-national and organisational differences between the client and the service provider, and cultural differences within the provider may impact the quality of interactions and the overall quality of the sourcing relationships” (Hyder et al., 2002). It is mentioned that important cultural factors need to be identified and appropriate action to be taken in order to achieve a cultural fit between the service provider and the client/contractor. However it is not mentioned which cultural factors are important, how to identify them or what kind of appropriate action should be taken. Nevertheless, the fact, that a cultural fit between the client and the service provider may impact the quality of interactions, is explicitly mentioned, seems to be a first step in recognition of the importance of a cultural fit between factors from the external environment (national culture) and the internal organisational environment (organisation).

Research has tried to identify cultural factors including national factors that influence the effectiveness of Software Process Improvement (SPI) (Biró et. al., 2001; 2002, Siakas, 2002, Siakas and Balstrup, 2000). Siakas (2002) found that a fit between national and organisational culture plays an extremely important role in all kinds of organisations that promote a climate of satisfied employees and decreased misunderstandings and conflicts due to cross-cultural issues. She also found and statistically proved that a cultural fit between national and organisational culture in global organisations is significant for obtaining commitment and avoiding resistance when introducing change in software quality management issues. A model, called SQM-CODE, Software Quality Management – Cultural and Organisational Diversity Evaluation was developed as a result of her research to assess the organisational and the national culture in order to find the cultural fit (Siakas et al., 2003). The model can also be used as a tool for assessing the cultural fit between a service provider and a contractor in an outsourcing business partnership.

5.1 The e-Sourcing Capability Maturity Model

The eSCM-SP (eSourcing Capability Maturity Model for Service Providers) (Biró et. al., 2003; Hyder et al. 2004a; 2004b, Hyder et al., 2002) provides IT-enabled sourcing service providers with a reference model that addresses critical issues related to IT-enabled sourcing (eSourcing) and aims to help them in establishing, managing and continuously improving relationships with contractors and in improving their capabilities in developing products and services. It was initially developed to be used by the service providers for capability determination and improvement in order to continuously deliver high quality services, as well as to prove their capabilities by certification at a capability level. The eSCM-SP has been designed to complement existing quality models so that service providers can capitalise on their previous improvement efforts.

Version two of the eSCM-SP, which was released in April 2004, has 3 purposes (Hyder et al. 2004a; 2004b):

1. to give service providers guidance to help them improve their capabilities across the sourcing life-cycle
2. to provide clients with objective means of evaluating the capabilities of service providers
3. to offer service providers a standard that they can use when they want to differentiate themselves from their competitors.

The eSCM-SP consists of 84 practices. Each practice in turn is organised into three dimensions, namely sourcing life-cycle, capability area and capability level. The sourcing life-cycle dimension describes the specific phase to which the sourcing service belongs in the life-cycle. The sourcing life-cycle dimensions are: ongoing (covers entire life-cycle), initiation, delivery and completion. The capability area consists of ten logical groupings of the practices and aim to help users better remember the content of the model for managing more effectively, build and/or demonstrate capabilities in each critical sourcing function. The capability level contains five capability levels starting from a desire to provide eSourcing services, meeting clients requirements, controlling through measurement and enhancing through innovation until the highest level of sustaining excellence. The focus in all capability assessment models is the disciplined examination of the processes used by an organisation against a set of criteria to determine the capability of those processes to perform within quality, cost and schedule and the ultimate goal is to improve the capability of the processes (Siakas, 2002).

In the eSCM-SP there are many similarities with other capability assessment models like CMMI (Capability Maturity Model Integrated), Bootstrap or SPICE (ISO-15504), as to the belief, deriving from the Total Quality Management philosophy, that the quality of products is mainly determined by the quality of the processes, which produce them, that process performance depends to a great deal on individuals performance and the more mature a process is the better the performance. To improve the capability of a process, the first step is to understand the status of the process and to have a frame or path to follow for improvement.

The eSCM-SP, like other similar models, places proven practices into a structure that helps organisations to assess their maturity, establish priorities for improvement and guide the implementation of these improvements. However, the emphasis in the eSCM-SP model is clearly to a higher degree on human issues, like developing and sustaining stakeholder relationships and building and keeping competent workforce than earlier capability assessment models. The situation is also different, because in a sourcing agreement there is always two partners, the serviced provider and the contractor, who both have strong interest in a successful partnership and reduction of risks.

The use of the eSCM-SP is valuable for IT-enabled sourcing service providers, who want to appraise and improve their ability to provide high quality sourcing services, reduce risks, add value to their operations and to differentiate themselves from competitors. The service providers contribute to the overall success of the contractor organisation. Thus it is in the contractor’s interest to choose a technically competent service provider, with a cultural and ethical attitude compatible to the contractor.

In this paper we argue that it would be valuable for contractors to use the eSCM-SP model as a means to assess the capability of potential service providers during the searching and selection process and to determine and continuously improve the capability of existing service providers during the collaboration process. In eSourcing there are also critical issues associated with initiation and completion of the contract between the service provider and the contractor.

5.2 SQM-CODE

The main objective of the research study that lead to the development of the SQM-CODE (Software Quality Management: Cultural and Organisational Diversity Evaluation) model was to add to the knowledge of what factors influence successful software quality management systems (Siakas, 2002). The research in particular examined those factors, which form a cultural and organisational perspective. The research question that the study addressed was to what extent cultural factors influence the successful adoption and implementation of a Software Quality Management System. The analysis considered factors from both national and organisational areas. The existence of quality oriented management procedures (similar to the procedures identified in Capability Models), was investigated empirically, together with the awareness of quality issues amongst the workforce.
The research method used was a contemporary comparative multimethod also called triangulation using both quantitative (307 questionnaires) and qualitative investigation (87 interviews) in organisations developing software in Denmark, Finland, Greece and the UK. Consequently, and by its very nature the investigation utilised the strengths of cross-national comparative studies.

The SQM -CODE model assesses the cultural fit between national culture and organisational culture and comprises two sub-models, namely the C.HI.D.DI. typology and the Authoritarian-Participative model (Siakas, 2002).

The C.HI.D.DI typology, which is based on Hofstede’s Power Distance and Uncertainty Avoidance dimensions, classifies organisations into four dimensions namely Clan, Hierarchical, Democratic and Disciplined. This classification defines the national culture. Simultaneously a suitable software quality management system is proposed.

The Authoritarian-Participative sub-model defines the organisational culture considering organisational characteristics such as organisational structure, degree of formalisation, management style, leader’s role, handling of rules and degree of control.

The final two-axed values obtained from both assessments show the cultural fit. The closer the values are the better the fit. The values can be plotted into the four quadrants of the C.HI.D.DI typology for graphical representation.

The self-assessment of the SQM-CODE will give a fast response regarding the basic underlying cultural fit or dichotomy between organisational and national culture. A full SQM-CODE assessment includes an in-depth analysis aiming to identify critical cultural factors and to propose appropriate action in order to achieve a cultural fit. Our findings from a field-study (Siakas, 2002) showed statistically significant evidence that if there is a fit between the organisational and the national culture; then there is a higher employee satisfaction and problems are solved more smoothly. A dichotomy is highly likely to generate dissatisfaction, conflict and ultimate failure.

Global organisations would benefit of using the SQM-CODE in their subsidiaries. The organisational culture in the mother organisation might not be suitable in other countries. The mother organisation has to be aware of the differences in cultures and be flexible enough to take into consideration differences between the organisational and the national culture.

For organisations which aim to delegate part of their business activities to external service providers and/or to established business partnerships beyond geographical boundaries an assessment of the cultural fit between the contractor (the global organisation) and the business partner (service provider) would be beneficial in order to save a lot of effort and money on business which do not have the cultural foundation to be successful without a lot of dynamism and hard work.

5 Conclusion

Globalisation today is a reality having created numerous of challenges for managers worldwide. Increased and improved capabilities of ICT facilitate continuous expansion of globalisation. Outsourcing and virtual collaborations prompt for cultural sensitivity, flexibility and adaptability, together with high awareness of risks and dangers due to cultural differences. Globalisation is a competitive advantage if handled in a right manner. In order to help service purchasers to search, select and collaborate with service providers we proposed the use of two models, namely the eSCM-SP (a capability maturity assessment model) and the Software Quality Management Model - Cultural and Organisational Diversity Evaluation (SQM-CODE) model (a model for assessment of the fit between national and organisational culture).

Top quality and just in time approaches together with low-cost products and services have become core values. A critical core factor is culture. Emphasis is put on understanding, managing and taking advantage of cultural differences not only amongst employees in the global organisation or between service providers and contractors in outsourcing business partnerships but also of cultural differences between clients in the global market. Apart from the use of the eSCM-SP and the SQM-CODE mentioned above it is crucial for the purchasing company to master the “art” of virtual collaboration.
and be highly aware of the risks and dangers that outsourcing can cause like dysfunctional organisations due to cultural differences and dilution of the company knowledge base when outsourcing. In the Knowledge Society skill based work will be outsourced and creative, innovative knowledge intensive work will remain, but high quality design requires a profound experience and insight in the methodologies and tools used to implement and produce the product.
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Abstract

Global market expansion forces the competition in the field of software development to grow extremely fast. Accordingly, countries that base their brand in the field of information technologies are looking forward to quality and productivity improvement along with price reduction. One of the major trends in the global market is outsourcing, which is considered to be an opportunity to achieve best knowledge, extra resources and assurance of quality development, speed time-to-market, and cut costs. The role of emerging nations in this context increases every day, pushing out the old players. This paper will therefore suggest how software development should change within the Northern Ireland (NI) software industry and adopt a global software development model in order to continue as a major player within the global software development industry.
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1 Introduction

Along with the new era of globalization, where the previous competition in the local market expands world wide overriding the borders, each country tries to find its own place under the sun. Globalization provides such new opportunities as achieving best knowledge and extra resources, speeding time-to-market by using "follow-the-sun" or 24 hour development, and cutting costs. In addition, global software development service providers often make significant investments in software process improvement (SPI) as this contributes to well implemented processes and the quality of the product. Naureen Khan in his evaluation of offshore IT outsourcing in India [1] reports that more than 200 Indian firms are quality accredited and from these around 36 firms have 'CMM® level 5 and 19 firms have CMM® level 4. According to McKinsey Quarterly [2] the situation in terms of the global software development market considering labor costs, quality and productivity is as follows (see Figure 1).

![Figure 1. Outsourcing Market](image)

In the era of globalization each country strives to popularize its brand. Being considered one of the major partners in software development outsourcing for a long while, the Republic of Ireland succeeded due to several success factors [3]:

- A strong software development and telecommunications infrastructure,
- A highly educated workforce,
- English is the first language,
- Legislative support,
- Quality,
- Government funding for research and development.

Unfortunately, global market is frequently changing. Therefore, the Irish (both north and south) software industry can no longer rely solely on the factors that originally contributed to the success of its software industry. Emerging software development nations now can compete with Ireland in terms of the above factors and for a lower labour cost. This paper will therefore suggest how Irish (focusing particularly on NI) software development should change and adopt a global software development model in order to continue as a major player within the global software development industry.

---

1 CMMI/CMM is registered in the U.S. Patent and Trademark Office by Carnegie Mellon University
2 The Current Software Development Picture within NI

The NI software industry has approximately 110 software companies that develop software either as a prime business activity or as an important part of their business function. The Centre for Software Process Technologies (CSPT) performed a survey within the NI software industry in 2003 [4]. The survey was extensive in its scope encompassing more than half of all of NI’s software development companies, which together employed 80% of NI’s software engineering employees (the companies surveyed employ a total of 2428 software employees out of an entire industry with approximately 3000 software employees). For the purpose of this paper we determine software engineering employees as those directly concerned with lifecycle work.

It emerged that even though 71% of the software companies in NI are home grown, they only employ 40% of the entire software engineering workforce. It appears that even though the multi-nationals make up only 12% of the number of overall software companies, significantly they employ 52% of the NI software engineering workforce. The majority of software companies in NI tend to be small, with two thirds of the software companies in NI employing less than 20 people on lifecycle activities.

Like the Republic of Ireland (ROI) and the rest of the United Kingdom, the NI software industry is exposed to any downturn in the global software industry, and global economy in general, and this has been witnessed in recent years in the lay off of personnel from our larger software companies [5]. From research into software growth generally (including in other regions [3,6,7,8,9,10] ) it appears that common factors influencing the growth of a successful software industry include:-

- Financial support (either through government or venture capital) to establish and expand software companies, as well as to enable research and development;
- Prioritisation of software as an important sector with special tax Incentives offered by the government;
- An excellent telecommunications infrastructure;
- Protection against software piracy.

NI provides world class financial support and has an excellent telecommunications infrastructure. Perhaps more interestingly and surprisingly, three other factors have also been identified as a concern including; limited influence from overseas, lack of experience of our entrepreneurs and a lack of encouragement for our entrepreneurs. 61% of founders of indigenous companies had no more than 10 years experience upon start-up and significantly 27% of founders of indigenous companies had no more than 5 years experience upon start-up. Many of these entrepreneurs are united on the view that culturally NI is adverse to entrepreneurial activity, many have expressed exasperation at the resistance to new ideas and the ‘can’t do’ or ‘you do’ attitude which permeates the culture. The nature of NI’s new World Wide Web order is a likely explanation for the youthful character of it’s entrepreneurs but nonetheless for some companies at least, this may be a growth limiting factor. Many have identified a need for a history of hardened entrepreneurial veterans, who like in countries such as the U.S have been allowed to gain wisdom from a history of failure, failure being regarded as part of the learning process. In NI, failure is equated to limited ability.

Notwithstanding the positive influence from the presence of some multinational software organisations, many have suggested a limited influence from overseas and an inward looking culture. Even in the percentage of software engineering staff employed from overseas we can see issues. Home grown companies have on average only 2% of their staff from overseas. While apparently NI can satisfy it’s workforce demands locally, evidence suggests that others around the world cannot [6,7]. Some have seen this as a sign that NI universities do a great job of satisfying the local demand for computer science skills, others have seen this as an indication of under performance in the NI software industry.

Many small companies engage in the development of relatively small-scale web-applications, often competing aggressively with each other for a share of a limited local market. Overseas markets have been targeted, particularly in the U.S, but the percentage of revenue generated in those markets is relatively small, often not exceeding 20% (this overseas percentage value also includes companies whose products are produced for an American parent [4]).
2.1 Current Software Development Practices within NI

Only 18% of NI software development organizations use a formal methodology such as SSADM[4]. Many software development companies instead adopt in-house methodologies that are far from formal and indeed many are no more than liberal embellishments to waterfall lifecycles. The surveyed companies typically perform full lifecycle activities that include the following stages which are performed either iteratively or sequentially depending upon the development methodology adopted by the company for a particular project:

- System/Information Engineering and Modelling;
- Software Requirements Analysis;
- Systems Analysis and Design;
- Code Generation;
- Testing;
- Delivery and Maintenance.

2.2 Areas of concern for the NI software industry

Figure 2, illustrates the main areas of concern within the NI software development industry. 65% of companies have experienced difficulty with managing risks and estimating task size. This is due in many instances to a lack of project management expertise and a lack of experience in developing products for a wide client base, which consequently means there is little opportunity to build experience in task size estimation. Small companies are immature in their handling of risks. This is a consequence of having insufficient historical project data which acts as a yardstick on which to assess risk, with many companies failing to implement any form of risk management strategy, content simply to gamble on outcomes rather than assess and mitigate potential problems. Smaller companies in particular, exhibit low adherence to standards and low tool usage which lessens the chance of maintaining a repository of historical project information, with consequences for maturity.

![Figure 2. Areas of Concern for all organizations](image-url)
For larger organizations, who demonstrate proficiency in task size estimation the issue is one of certainty. Increasingly, in our competitive market, companies are being asked to produce confidence measures, illustrating how confident the company is in it’s estimations for future projects. There is a need here for expertise in more analytical methods of task size estimation, where confidence measurement is a key feature.

Productivity is closely related to task estimation and is a major issue for both small and large companies alike, with many companies unsure as to how much actual time is spent working on tasks. Keeping up-to-date with new technology is a real issue for smaller companies as their business need typically requires them to move with the latest technology in order to remain competitive, but they often suffer from a resource issue in that they cannot dedicate resources to such research, whereas this is less of an issue for larger companies, also larger traditional companies often use more stable technology.

As you would expect smaller companies are generally not concerned with either consistency across teams or team communication as typically there are few teams and the teams have on average three team members. Whereas with larger companies more teams exist and teams may also be larger and may even be distributed across different sites, therefore presenting consistency and communication issues.

After comparing the NI survey findings with reports from the emerging Eastern software development nations [6,7,8,9,10] it appears that currently NI is not well placed to attract overseas contracts as it cannot currently compete with emerging software development nations such as India, Turkey and China in terms of cost and quality certification.

Two types of software development contract exist with NI - home-based or overseas. To date most domestic contracts are performed nationally, with all stages of the software development lifecycle being performed within the UK and Ireland. However during the past year some of the larger British and Irish companies are beginning to outsource some of their software development work. Such companies have been attracted by the lower cost of software development within the emerging nations compared to domestic software development rates. There is a fear within the NI software industry that this may be a trend that will increase over a period of time particularly if the initial outsourcing projects are successful and the proposed benefits of improved quality (due to higher certification), quicker time to market, reduced cost, and the need for less full-time (more expensive) local software development staff required are realised. The fear is that if home-based companies are shipping their software development work overseas how can the local industry possibly compete in terms of attracting overseas contracts (particularly from the U.S). The answer perhaps is to concentrate on the more appealing aspects of the NI software development industry. For example, focus on the lifecycle areas that rely on good communication skills. As English is the first language of NI, this presents a natural advantage for western interaction (in particular to U.S interactions). Additionally, the time difference between NI and the western industry presents more of a window of opportunity in terms of overlapping work times. As NI tends to produce a higher percentage of entrepreneurs than the emerging Eastern nations, perhaps we are then more suited to working with the more initial stages of the software development lifecycle [4].

In light of these findings it seems that a possible solution to the problem of sustaining the NI software development industry is to both focus upon the strengths of this industry but to also discover a way to utilise the potential benefits of the emerging Eastern software development nations. This strategy may help to ensure not only the survival of the NI software development industry but perhaps even lead to long-term growth by changing the role that software development companies with NI fulfill within the global software development picture. What we propose is a way for the NI software industry to gain a market share within the global software industry, and we are aware that given the scale of the Eastern software industries that these industries will also perform separate full lifecycle development projects in addition to working with the NI software industry to fulfill western contracts.

### 3 Possible Growth Scenarios

The reality is that as Eastern software development nations go from strength to strength over the next
few years in terms of their ability to attract outsourced contracts [10] this will greatly impact the scale of the software industry within NI, as domestic companies will have great difficulty competing in terms of CMMI® certification or cost. This means that a number of options exist for the NI software industry:

- Option 1: continue to approach software development as they have for the past number of years;
- Option 2: try to improve the software industry by following a SPI path and try to compete with the emerging Eastern nations in terms of quality;
- Option 3: revise their role within the global software development picture.

### 3.1 Option #1 – Continue as Previously

In terms of planning to make the NI software industry successful, option 1 may prove to be an alternative that could lead to the phasing out of software development within NI.

### 3.2 Option #2 – Improve the Quality

Option 2, if selected would be of benefit to the NI software development industry as it would eventually enable NI software development companies to compete with the Eastern software development companies in terms of quality to attract contracts. However, the path to SPI is a long one and given the fact that most companies have previously not been engaged in SPICE (ISO/IEC:15504) [11] or CMMI® [12] certification programmes it will be a number of years before a significant percentage of NI software companies would be in a position to seriously compete with the Eastern software development companies in terms of quality. In relation to the current software development infrastructure in NI software, many medium to large software companies are using sound processes governing a strong methodological base, but often many smaller indigenous companies are driven by their entrepreneurial managers and directors who know the processes well and act as mentors to other staff members. In such companies methodology is sacrificed in favour of a set of loosely defined techniques, with training being event driven for the most part even though it is part of almost all strategic plans. Many companies use what they regard as computer aided software engineering (CASE) tools during software development, however few of these instances are examples of full CASE tools. This is a consequence of limited methodology adoption and indeed the small size of local organizations with limited funds for investment. The larger companies and multinationals, attracted by an educated workforce, employ a large proportion of the software engineers in NI and are very conscious of good standards and practices in software engineering. Many of the multinationals import a sense of urgency in the adoption of best practice from their parent structures and this has had a positive effect on some home grown software organizations.

Most of the NI software companies are convinced of the importance of process in their working environments and many want to engage in SPI. Although only proper assessment can be conclusive, for the majority of NI companies, particularly small indigenous companies, the characteristics of low maturity are evident. There is a reliance on individuals in a fire fighting environment, low awareness of standards and problems experienced both at the managerial and technical level. Many of the larger companies employing most of the software engineers are process focussed and have a much clearer understanding of the need for process improvement with a better appreciation of the global picture.

### 3.3 Option #3 – Act Globally

The adoption of option 3 is crucial to the long-term future of the software development industry within NI. Most software development projects in the NI software industry are produced by following a complete software development lifecycle such as the waterfall model for larger projects, and more agile iterative models for smaller, shorter lifecycle projects. However in order for the NI software industry to remain viable as a software development nation, local software development companies
may need to change from focusing upon full-lifecycle development to focusing upon higher value software development areas. This means playing to the strengths of NI software industry and concentrating on the areas that involve critical interactions with western clients (in particular cultural aspects and time zones favour U.S customers interacting with Irish and British based companies as opposed to companies from the Eastern software development nations).

4 The Proposed Way of Developing Software within Northern Ireland

The preferred option to increase the chances of developing a successful software industry within NI is therefore to adopt both options 2 and 3 in parallel.

It is predicted that a quarter of all Europe’s IT jobs will have moved to the Eastern software development nations by 2010 [13]. It is therefore important that NI software development companies start to focus on changing the current software infrastructure from focusing upon full lifecycle coverage to concentrating on the core areas of system engineering, and move towards outsourcing some of the processes to offshore service providers.

Considering the various options of distributing software development processes between the engaging party and offshore service providers, the first idea about splitting responsibilities is sending coding offshore. However, this scenario overestimates the value of coding against entire project expenses. The average industrial estimate of the software implementation process is around 20% of the whole project life cycle. Today’s IT outsourcing frequently involves a much greater range and depth of services than in the past, with an increasing number of IT functions being transferred to IT service providers[14].

To illustrate possible context that could be outsourced, the authors offer three different options from the market choices and experience:

- Option # 1 - MachroTech’s Global Software Delivery Model [15];
- Option # 2 - Skytechsolutions Global Software Delivery model [16];
- Option # 3 - Latvian experience in global software development improvement [17].

<table>
<thead>
<tr>
<th>Table 1. Sourcing options</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>On-site processes</strong></td>
</tr>
<tr>
<td>Option #1</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Option #2</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Option #3</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

Anand Ramakrishnan [18] reports that such areas as system design and architecture, research and
development outsourcing provide higher returns (up to 60%). Besides, such evolution scenario as strategic partnership and moving from “body shopping” to wide-ranging services is seen as the future of outsourcing [14, 19]. Accordingly, there should be a deliberated distribution of software lifecycle processes between the outsourcing provider and the engaging party in order to make the multi-site development reasonable.

In addition, using the findings of the NI survey it is apparent that in order for NI companies to work effectively with the emerging nations as described above certain parts of their software development infrastructure will need to improve. To assist this SPI programmes should be given priority within the NI software development industry as it’s software development companies will be responsible for managing the delivery of the overall project and will therefore require a higher level of software development maturity than was discovered in the findings from the NI software development survey. The CSPT is currently assisting the NI software industry with SPI programmes [20] and assessments based upon CMMI® [21]. Also a large number of companies within the Eastern software development nations (particularly in India) are CMMI® certified and will expect their business partners to work to a similar level. Additionally, western contracts may at some stage in the future only be awarded to companies that are CMMI® certified.

The software professionals required to work within this new proposed lifecycle will differ from the majority of existing software professionals and recent graduates that received a university education that devoted the majority of the curriculum to generating code. Software professionals will therefore require retraining to focus on business and management areas of software development, as well as consulting. Universities should also provide computer science postgraduate courses in SPI to help grow an improvement culture. To assist this development the University of Ulster (NI) plans to provide a postgraduate course in SPI in 2005/2006 (this course will be officially recognised by the Software Engineering Institute, Carnegie Mellon University). Additionally, universities should design new computer science undergraduate courses to focus upon the business and management disciplines associated with software engineering such as requirements management, project planning, managing outsourcing projects, configuration management and risk management, in addition to development disciplines such as requirements development, software analysis, design and testing.

5 Conclusions

If the NI software industry is to grow within the global software development industry it may have to change the way its companies perform software development. The authors would like to emphasize the following major changes necessary for the industrial growth:

- Explore the options of outsourcing some of the software development life cycle processes to an offshore service provider, by this using the opportunities offered by global market, including product cost reduction;
- Proven by the findings from the NI software industry survey, companies within the NI software industry should adopt SPI programmes to increase their software development maturity so that they would be able to work more effectively with both high maturity Western and Eastern software development companies;
- To accompany the industry in there aspirations, the universities should also refocus the education providing computer science postgraduate with knowledge about business and management areas of software development, consulting, and SPI to help grow an improvement culture.

This paper focused upon how software development practices should change within the NI software industry in order to enable growth within the global software industry; however the above conclusions may also be applied to other Western European software industries wishing to grow within the global marketplace.
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Abstract

New generation of general models referring either IT or Internal Control – like COBIT or COSO - are extended with executive management perspective. The practice shows, this opening solely does not enough to reach a breakthrough, because models became more complicated than it could be applied without some difficulties. The best catalysts of improvement programs are the more and more mandatory rules being issued, mainly from financial reporting area. The Sarbanes-Oxley Act for US SEC registrants and its affiliates and 8th Directive on company Law in the EU require strict internal control of reporting processes. In this paper we concentrate on the application of these rules successfully in such a relation where IT enabled services has major effect on the compliance of the user organisation. We investigate the effects of high maturity level on compliance for both the service and the user organisations. The paper refers to the applicability of the well-known capability models like CMM, eSCM and some other sources like COSO, BSC and SAS 70. For presenting implementation practices of the general risk based control model via key control processes, effectiveness measurement and innovative technologies, the knowledge management platform resulted by former Software Process Improvement experiences were used.
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1 Introduction

Software process improvement models and practices have become more and more accepted and incorporated by not only the international standards like ISO 15504[1] and ISO 9001 series[2], but even by the more business management-oriented control frameworks, such as COBIT[3], the open standard of Control Objectives for Information and related Technology. COBIT Management Guidelines provides tools to help IT managers improve IT performance and link IT objectives to business objectives, which consist of Maturity Models, Critical Success Factors (CSFs), Key Goal Indicators (KGIs) and Key Performance Indicators (KPIs). This concept delivers a significantly improved framework responding to management’s need for control and measurability of IT by providing management with tools to assess and measure their organisation’s IT environment against the 34 IT processes COBIT identifies. In addition, to help focus on performance management, the principles of the Balanced Business Scorecard[4] were used.

New generation of general models referring to either IT or Internal Control - like COBIT or COSO[5] - are extended with business perspective willing to gain top management's ear. But the practice shows, this opening solely does not enough to reach a breakthrough, because models became more complicated than it could be applied without some difficulties. Very frequently exposed that the best catalyst of improvement programs are the more and more mandatory rules coming into force, nowadays mainly from financial reporting area. Sarbanes-Oxley Act for US SEC registrants and its affiliates and 8th Directive on company Law in the EU require strict internal control and effectiveness conclusion performed by the executive management.

Compliance and maturity issues have come into the view of the management as the huge cost of compliance readiness projects calls the attention of the sustainability and the added business value of such efforts.

In this paper the authors summarise their experiments at a Hungarian SME, which has run both IT-enabled outsourcing services and software and business process improvement projects for more than 15 years.

2 Experiences with SPI at Memolux

Memolux, established in 1989, is a Hungarian private SME company with professional experience as a service provider in finance and public accountancy, management organization, software development and information system engineering. In Hungary, Memolux is ranked after the "Big Four", the four greater advisory firms in public accountancy. Memolux is a member of several economic chambers (AMCHAM, BCHH, CCCH) and professional organizations (IIA, EOQ). The payroll and accounting service lines are represented among the biggest ones in the Hungarian market provided by an independent Hungarian SME with about 150 clients.

Memolux has run software process improvement practice for more than 15 years. The ICT department achieved maturity level 3 of Bootstrap methodology[6] and ISO 9001 certification by 1998 and has been successfully participating in EU research projects. Memolux was the prime user and contractor of the PASS project, which was the first Central and Eastern European ESSI Process Improvement Experiment (FP4 PIE) project directly supported by the European Commission[7]. Memolux was a co-developer of the Media-Information sans Frontiéres (NQA based teamwork) system and was the technical coordinator of the Media-ISF Best Practice (FP5 IST Take-up) project[8].

The company built its success around the accounting and payroll outsourcing needs of Hungarian and foreign start-up companies following the social and economic transformation of the 1990's. The full time professional staff, the nimble organization, the innovative culture and their strong IT foundation enabled Memolux to maintain a stable growth and to adapt quickly to changing market requirements.

Due to a conscious and consistent integration of business and technology development efforts in the company’s strategy, Memolux was able to build and maintain a competitive advantage in its markets.
3. Lessons learnt from using Capability Models

One of the major criticisms of ISO 9000:1994 was that its introduction became a burden with the overwhelming ISO bureaucracy which was only meant to control the production and was not ready to adapt to the permanent change of processes, technology and customer demands.

These business issues were highly relevant in Central and Eastern Europe at the end of the 1990's since the efficient use of all resources became increasingly critical. Hungary played in general a major role in the involvement of Central and Eastern European companies in software process improvement initiatives and the creation of channels for their presentation [9], as well as contributed to the global understanding of business motivations for software process improvement [10], [11]. The publication of the basic concepts of SPI and of the business motivations in the form of book chapters accessible in Hungarian language was a major milestone as well [12], [13].

A further issue, which is highly relevant in emerging countries, is the consideration of the differences in cultural value systems when introducing new management processes. This issue is discussed in the context of SPI in [14]. In another paper of “Stages of Software Process Improvement Based on 10 Year Case Studies” [15], the authors described that the above global processes drove Hungarian companies to orient their further process improvement initiatives towards their business needs. Memolux, whose core business is payroll and accounting service provision, introduced the published eSourcing Capability Maturity Model for IT-enabled Service Providers (escm) [16].

There were four main lessons learnt[18] from using escm model to assess Memolux outsourcing capability:

• High capability level (3) practices can’t be achieved without external process improvement support.
• The high capability level can’t be kept without running knowledge management system.
• The practices of the escm framework are well adaptable for any virtual organisation model as the high capability level outsourcing cooperation of service clients and providers implements a real knowledge-based virtual organisation.
• The verification and accounting of the transferred knowledge resources are critical issues for IT enabled outsourcing sustainability.

Based on the lessons learnt, Memolux is focusing on how its process improvement skills and the adapted technology having been developed for many years can be utilized in professional outsourcing services, especially in managing control activities supporting the internal and external compliance requirements.

4 External regulatory requirements and customizing internal control models for compliance

External legal regulations regarding control of business processes such as SOX and the new 8th Directive in public financial reporting draws the attention towards knowledge management support and technologies of internal controls. The related external assurance requirements in the US, EU and its Member States are summarized by the discussion paper[17] issued in March 2005 by the Fédération des Experts Comptables Européens (FEE) - the representative body of the European accounting profession.

The US Sarbanes-Oxley Act of 2002 provides for new corporate governance rules, regulations and standards for specified public companies including SEC registrants. The US Securities and Exchange Commission (SEC) has mandated the use of a recognized internal control framework. The SEC in its final rules regarding the Sarbanes-Oxley Act made specific reference to the recommendations of the Committee of the Sponsoring Organizations of the Treadway Commission (COSO)[5].

By the definition of the COSO framework, internal control is a process, effected by an entity's board of directors, management, and other personnel, designed to provide reasonable assurance regarding the achievement of objectives. Memolux via adapting the models and experiments of software process
improvement has developed applicable knowledge management platform for supporting the design, implementation and measurement of internal controls. For the customizing process we used the public resources of the IIA[18] and ISACA[19] websites.

IT Governance Institute recently published the paper of “IT Control Objectives for Sarbanes-Oxley - The importance of IT in the design, implementation and sustainability of internal control over disclosure and financial reporting”[20] in order to give advices how the compliance and sustainability requirements can be achieved through implementing maturity practices defined by the COBIT framework.

Figure 1: Compliance Road Map

This compliance road map, illustrated in figure 1, provides direction for IT professionals on meeting the challenges of the Sarbanes-Oxley Act. Compliance is not a stand-alone process, as it must be integrated within the overall business-led compliance process. However, even these should be based on business (financial reporting) requirements, signed off by the business, and not left to the IT provider. This is especially true when IT is outsourced. For IT application controls, the business, not IT, should define the control requirements, especially for financial systems that are often complex in nature from a business process perspective.

When an organization uses external service organizations to perform outsourced services, these services are still part of the organization’s overall operations and responsibility and need to be considered in the overall internal control program. Organizations should review the activities of the service organization in arriving at a conclusion on the reliability of its internal control. Documentation of service organization control activities will be required for the attestation activities of the independent auditor, so an assessment is required of the service organization to determine the sufficiency and appropriateness of evidence supporting these controls. Traditionally, audit opinions commonly known as SAS 70 reports[21] have been performed for service organizations.

The IT Governance Institute provides maturity profiles for internal control design and effectiveness model presented in figure 2 demonstrating the stages of control reliability that may exist within organizations.

For the purposes of establishing internal control, some organizations may be willing to accept controls that fall somewhere short of stage 3. However, given the Sarbanes-Oxley Act’s requirements for independent attestation of controls by external audit, controls will more than likely require the attributes and characteristics of stage 3 or higher for key control activities.
This model doesn’t indicate that the whole organization and the key process areas should be at the high maturity levels to achieve successful business results. This model refers only to the return of investment regarding the compliance readiness efforts of the specific external regulation.

From the viewpoints of sustainability and added business value the following stage 5 level practices implicate that the internal resources are used effectively and efficiently:

- An enterprise wide control and risk management program exists such that controls and procedures are well documented and continuously re-evaluated to reflect major process or organizational changes.
- A self-assessment process is used to evaluate the design and effectiveness of controls.
- Technology is leveraged to its fullest extent to document processes, control objectives and activities, identify gaps, and evaluate the effectiveness of controls.

By this conclusion the following parts of the paper concentrate on risk management, effectiveness measurement and related technology issues.

5 Implementing Enterprise Risk Management by using Key Control processes

The Committee of Sponsoring Organizations of the Treadway Commission (COSO) issued Enterprise Risk Management — Integrated Framework[22], as well as a detailed practical application guide in 2004.

Designed to offer organizations a commonly accepted model for evaluating risk management efforts, the framework expands on internal control concepts by providing a more robust focus based on the broader subject of enterprise risk management (ERM). Detailing the essential components of an effective ERM process, the framework provides guidance to help organizations build effective programs for identifying, measuring, prioritising, and responding to risk.

Embedded within an organization’s strategies and objectives, ERM’s value is maximized when a balance is reached between growth, returns, risks, uncertainties, and opportunities. How much risk the entity is prepared to accept is inherent in ERM’s capabilities, which encompass the following key components:

- Aligning risk appetite and strategy.
- Enhancing risk response decisions.
• Reducing operational surprises and losses.
• Identifying and managing multiple and cross-enterprise risks.
• Seizing opportunities.
• Improving deployment of capital.

In addition, the new framework presents a standard definition of risk and ERM and provides direction to enhance risk management, including criteria for companies to use in determining whether their risk management is effective, and if not, what is needed.

Considering activities at all levels of the organization, the ERM framework views entity objectives at the entity, division, business-unit, and subsidiary levels, in four key categories: strategic, operations, reporting, and compliance. At the same time, the framework focuses on eight interrelated components: internal environment, objective setting, event identification, risk assessment, risk response, control activities, information and communication, and monitoring.

Key Controls[23] are those significant controls within our business processes, which if operating correctly will both ensure and give assurance that the organization is achieving its key business objectives. We use Key Controls concept to simplify the implementation process of COSO ERM as presented in figure 3:

```
Design Key Controls

Minimum standards

Figure 3: Enterprise Risk Management and Key Control Process
```

Minimum standards of control should ensure that the key control is completed in a manner that achieves our control objectives in a complete, timely, and accurate manner. Therefore, minimum standards of control are actually related to control objectives that the key control is attempting to achieve. In fact, when properly formulated, minimum standards are derived based on the control failure risks that the key control is attempting to prevent.

The implementation of Key Control process consists of the following steps:
• Customize the generic (e.g. financial) control objectives to be specific to the organization type, size, etc.
• Review and document "performance" reporting processes
• Search for missing controls
• Test identified controls
• Developing "minimum standards of control"
• Reviewing key controls and control exceptions
• Verification against the established minimum standards of control
Figure 4 presents an example Key Control process of Financial Reporting in an EU-funded multi-partner (co-sourcing) project experienced by Memolux:

**Financial Reporting Scenario**

![Diagram of Financial Reporting Process]

**Customised Control Objectives for Financial Reporting:**
1. **Authorization** – Financial reports are appropriately authorized by project partner/financial manager
2. **Accuracy** – Reported costs are actual, economic and necessary for the implementation of the project
3. **Valuation** – Reported costs are determined in accordance with the usual accounting principles of the contractor
4. **Completeness** – All requested (periodic/final) reporting forms and evidences provided
5. **Classification** – Cost model instructions for direct and indirect costs are appropriately used
6. **Existence** – Proper justification of the resources deployed by each contractor, linking them to activities implemented
7. **Timeliness/cutoff** – All reported costs incurred during the duration of the project/period
8. **Safeguard assets** – All the original documentation likely to be examined by the auditors are available
9. **Segregation of duties** – External audit certificate provided

**Example of minimum standards of control for Financial Reporting:**
1. Financial reports are submitted by all the project partners in time (min. 2 weeks scheduled before official deadlines)
2. Actual template, formats, calculations are used (e.g. provided by teamwork tool)
3. Consistence with the actual Periodic/Final Activity Report and with the reported deviations from project plan ensured
4. Access to original documentation provided
5. Submission of reports, change requests, external reviews and approval by the Project Manager are documented (e.g. via teamwork submission tool)
This Key Control process example has relevancy for practices of many types of virtual organizations and co-sourcing cooperation/service controls as well. Integrated audit principles regarding co-sourcing models has the following considerations:

- Understand the business risks/opportunities over which the controls are to be assessed and tested (i.e., a common scope and objectives built around identified business risks).
- Identify the key controls, including both their manual and automated elements.
- Document, assess, and test only those key controls.

The conclusion from risk and opportunity management is that Key Controls have to focus on those events, where the related business objectives are really measurable. Therefore we use the Balanced Scorecard[4] model for presenting possible effectiveness measurement.

**6 Measuring control effectiveness by using Key Control & SAS 70 Balanced Scorecards**

The balanced scorecard concept was created by Robert S. Kaplan and David P. Norton in 1992 based on the simple premise that "measurement motivates." Today, it has been utilised by thousands of corporations, organisations and government agencies worldwide.

The balanced scorecard allows organisations to implement strategy rapidly and effectively by integrating measurement with the management system. It allows you to assess a detailed set of objectives and activities on an ongoing basis, as well as to measure links between incentive compensation and individual performance. An organization should build its specific Key Control scorecard based on the four elements of the framework: Financial/Corporate Orientation, User/Customer Orientation, Operational Excellence, and Future/Growth Orientation. A generic Key Control Scorecard applied by Memolux is shown in **table 1**:  

<table>
<thead>
<tr>
<th>Key Control Scorecard</th>
<th>User Orientation</th>
<th>Corporate Contribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>How do the users view the Key Control process?</td>
<td>Mission: To meet compliance requirements and to improve user satisfaction</td>
<td>Mission: To obtain a reasonable business contribution from KC process</td>
</tr>
<tr>
<td>Objectives</td>
<td>Objectives: • Independent Audit performance</td>
<td>Objectives: • Control of expenses for compliance</td>
</tr>
<tr>
<td>Measures</td>
<td>Measures: • User satisfaction</td>
<td>Measures: • Maximum effect on the business perspective</td>
</tr>
<tr>
<td></td>
<td>• Success rate of audit results</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Score on user satisfaction survey</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Operational Excellence</td>
<td>How effective is the Key Control process?</td>
<td>Future Orientation: Is organization positioned to meet future Key Control challenges?</td>
</tr>
<tr>
<td>Mission</td>
<td>Mission: To ensure and give assurance that the organization is achieving its related key business objectives</td>
<td>Mission: To develop opportunities answering future challenges</td>
</tr>
<tr>
<td>Objectives</td>
<td>Objectives: • Mitigate high impact risks</td>
<td>Objectives: • Skilled and motivated staff</td>
</tr>
<tr>
<td>Measures</td>
<td>Measures: • Leverage high impact opportunities</td>
<td>• Applicable innovative technologies</td>
</tr>
<tr>
<td></td>
<td>• Apply and Develop Minimum Standard</td>
<td>• Process improvement</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Measures: • Achieved vs. intended value of Impact and Probability (efficiency)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Actual vs. planned frequency of verification</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Control failures/deficiencies</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Preventive and Corrective Actions</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Skills assessment</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Timely identification and analysis of technological opportunities</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Maturity based evaluation (Capability Assessment)</td>
</tr>
</tbody>
</table>

Table 1: Key Control Scorecard

By focusing on measuring internal control effectiveness of co-sourcing partnership, we investigated the applicability of SAS 70 audit procedures as Key Control processes. Statement on Auditing Standards (SAS) No. 70[21] is an internationally recognized auditing standard developed by the
American Institute of Certified Public Accountants (AICPA). A SAS 70 audit or service auditor’s examination is widely recognized, because it represents that a service organization has been through an in-depth audit of their control activities, which generally include controls over information technology and related processes. In today’s global economy, service organizations or service providers must demonstrate that they have adequate controls and safeguards when they host or process data belonging to their customers. In addition, the requirements of Section 404 of the Sarbanes-Oxley Act of 2002 make SAS 70 audit reports even more important to the process of reporting on effective internal controls at service organizations.

SAS No. 70 is the authoritative guidance that allows service organizations to disclose their control activities and processes to their customers and their customers’ auditors in a uniform reporting format. A SAS 70 examination signifies that a service organization has had its control objectives and control activities examined by an independent accounting and auditing firm. A formal report including the auditor’s opinion (“Service Auditor’s Report”) is issued to the service organization at the conclusion of a SAS 70 examination.

SAS No. 70 is generally applicable when an auditor (“user auditor”) is auditing the financial statements of an entity (“user organization”) that obtains services from another organization (“service organization”). Service organizations that provide such services could be application service providers, bank trust departments, claims processing centers, Internet data centers, or other data processing service bureaus.

In Table 2 we provide a sample SAS 70 audit balanced scorecard applicable for IT-enabled outsourcing service organizations.

<table>
<thead>
<tr>
<th>User Orientation</th>
<th>Corporate Contribution</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>How do the users view the audit process?</strong></td>
<td><strong>How does management view the audit process?</strong></td>
</tr>
<tr>
<td><strong>Mission</strong></td>
<td><strong>Mission</strong></td>
</tr>
<tr>
<td>To meet audit requirements of users and to improve user satisfaction</td>
<td>To obtain a reasonable business contribution from audit process</td>
</tr>
<tr>
<td><strong>Objectives</strong></td>
<td><strong>Objectives</strong></td>
</tr>
<tr>
<td>• Audit performance</td>
<td>• Control of expenses for audit</td>
</tr>
<tr>
<td>• User satisfaction</td>
<td>• Maximum effect on the business perspective</td>
</tr>
<tr>
<td><strong>Measures</strong></td>
<td><strong>Measures</strong></td>
</tr>
<tr>
<td>• Acceptance rate of SAS 70 audit results</td>
<td>• Added value for the user organizations</td>
</tr>
<tr>
<td>• Score on user satisfaction survey</td>
<td>• Positive effect on the service management</td>
</tr>
<tr>
<td><strong>Operational Excellence</strong></td>
<td><strong>Future Orientation</strong></td>
</tr>
<tr>
<td><strong>How effective is the audit process?</strong></td>
<td><strong>How is organization positioned to meet future audit challenges?</strong></td>
</tr>
<tr>
<td><strong>Mission</strong></td>
<td><strong>Mission</strong></td>
</tr>
<tr>
<td>Effective audit process</td>
<td>Develop opportunities to answer future challenges</td>
</tr>
<tr>
<td><strong>Objectives</strong></td>
<td><strong>Objectives</strong></td>
</tr>
<tr>
<td>• Improvement of audit process</td>
<td>• SAS 70 audit training and education of service personnel and user contact persons</td>
</tr>
<tr>
<td>• Efficient account audit</td>
<td>• Monitoring audit requirement revisions</td>
</tr>
<tr>
<td>• Efficient audit result presentation</td>
<td>• Internal and external benchmarking research</td>
</tr>
<tr>
<td>• Efficient management of audit findings</td>
<td><strong>Measures</strong></td>
</tr>
<tr>
<td><strong>Measures</strong></td>
<td><strong>Measures</strong></td>
</tr>
<tr>
<td>• Audit maturity level</td>
<td>• Educational budget as percentage of total audit budget</td>
</tr>
<tr>
<td>• Number of successful account audits</td>
<td>• Percentage of service staff and user contact persons involved in training and education activities</td>
</tr>
<tr>
<td>• Rates of accepted audit reports</td>
<td>• Percentage of budget spent on audit requirement revision monitoring</td>
</tr>
<tr>
<td>• Number of failures to manage nonconformities in time</td>
<td>• Number of successful renewal projects initiated by research team</td>
</tr>
</tbody>
</table>

Table 2: SAS 70 Scorecard

The provision of an SAS 70 audit report doesn’t mean a Key Control for the user organization, as it can be implemented in the Service Level Management or Third party Management processes. However it can reduce the total audit costs and provide higher confidence towards the service organization.

From the service organization viewpoint, the SAS 70 audit, such as any other type of quality certification process can be handled as a Key Control process having relevancies to measure the achievement of specific business objectives.
7 Applicable SPI technologies supporting control evaluation

In January 2005, The IIA Research Foundation published a survey of “Sarbanes-Oxley Section 404 Work - Looking at the Benefits”[25]. The survey identifies control improvements that have taken place as a direct result of SOX evaluations and the lessons learned that could improve the efficiency and effectiveness of control evaluations in the future.

Regarding the enhanced documentation and control evidence, there are two components of improved documentation that were mentioned by the survey respondents:

- Documentation of the processes, workflow, and controls, and
- Documentation of the evidence that the controls are working.

Improving the documentation of controls and processes is not surprising because it has been mandated by regulation and auditing standards. In completing the readiness effort, organizations have better captured not only the process flow and associated controls, but also updated the associated policies, procedures, handbooks, job descriptions, and other pertinent documents.

Respondents believed that the development of adequate documentation would pay future dividends in areas such as training new employees, enabling backfill and succession planning for key positions, and identifying process improvement opportunities. Many respondents mentioned that the improved documentation is an important control from a global control perspective.

A major finding is that there was little documentation or evidence that existing controls were working. For example, how would an organization determine that there was a proper review of an exception report, or a proper reconciliation, if there was no documentation that the review of the reconciliation was performed? Respondents noted the improvement in documenting the evidence of supervisory reviews and approvals, management committee actions and decisions, and the investigation and resolution of un-reconciled or outstanding items. The need to properly and clearly develop evidence of the operation of each key control has become a more common practice.

These issues referred by the survey are strongly connected to the compliance and maturity conclusions presented in figure 2. The Key Control Scorecard Future Orientation measures shown in table 1 reflect to these experiments. Hereby we identify the following applicable technologies resulted by former software process improvement developments also practiced by Memolux:

The NQA TEAMWORK[26] Environment - A combination of methodology, technology and social skills to run project administration, quality management, internal control processes as teamwork over the Internet.

NQA is highly configurable and adaptable. Companies can define their own project administration structure and by configuration of scripts the user interface is adapted. Companies can use their (so far developed) documentation by inserting their documentation guidelines in a template pool. Teamwork is highly emphasized by the underlying methodology (role based work flow models) and the assignment of team members to roles and the structuring of workflows are done by the quality administrator through a menu system. NQA is pre-configured for scenarios supporting international guidelines and standards.

The Process Assessment Portal. Within a process improvement context, process assessment provides the means of characterizing the current practice within an organizational unit in terms of the capability of the selected processes. Analysis of the results in the light of the organization's business needs identifies strengths, weakness and risks inherent in the processes. This, in turn, leads to the ability to determine whether the processes are effective in achieving their goals, and to identify significant causes of poor quality, or overruns in time or cost. These provide the drivers for prioritizing improvements to processes.

Process capability determination is concerned with analysing the proposed capability of selected processes against a target process capability profile in order to identify the risks involved in undertaking a project using the selected processes. The proposed capability may be based on the results of relevant previous process assessments, or may be based on an assessment carried out for the purpose of establishing the proposed capability.
ISO/IEC 15504-2 defines a reference model of processes and process capability that forms the basis for any model to be used for the purposes of process assessment. The reference model comprises a two-dimensional approach to the evaluation of process capability - one dimension defines the processes to be assessed, the other describes the scale for measurement of capability. Any model(s) compatible with the reference model may be used for assessment, and the results of any conformant assessments will be able to be translated into a common base.

Each process in the reference model is described by a statement of the purpose of the process, which includes an outline of the intended outcomes of process implementation.

The Skills Assessment Portal - A skills portal configured with the skills card and supports the steps of browsing required skills, self-assessment, formal assessment, evidence collection, generation of skills profiles, and learning recommendations.

By integrating the Capability Adviser Process Solutions and Capability Adviser Skill Card Solutions, with the web based training portal Moodle and with the NQA Teamwork Portal System, the result will be a system available for assessment, learning, and joint development of knowledge and training.

8 Conclusion

Outsourcing and co-sourcing partnerships have major effects on implementation of Enterprise Risk Management (ERM) based control systems. By using the maturity practices of COBIT Management Guidelines we presented the Key Control concept as a sustainable interpretation of risk and opportunity management in relation with measuring effectiveness of the related business objectives. The innovation of achieving software process improvement skills and experiments performed by Memolux from the beginning of the 1990’s resulted appropriate capability to provide knowledge-based skills and technology, supporting the design, implementation and measurement of internal controls for outsourcing and co-sourcing projects. As having been member both of the software process improvement and business process outsourcing communities for many years, Memolux develops new business service applicable for internal control of outsourcing and co-sourcing activities as well.

This new service will be set-up by implementing the same knowledge management platform already used for software quality processes. The uniqueness of the proposed service is that it comparatively supports adequate internal control processes of both the service providing organisation and the user sides, being assessable by independent auditors.

For further extension of the experiments presented in this paper, authors are considering to set up ISO/IEC 15504 conform process reference model and measurement framework applicable for the internal audit community assessing control effectiveness of outsourcing and co-sourcing business processes.
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Introduction:

IAE Gesellschaft für angewandte Elektronik GmbH is a typical SME, which delivers requirement specifications, software modules, hardware prototypes and services – related to project management and quality management – within the automotive and avionic domain. Because of the required software quality and because of many safety critical software functions IAE develops, the introduction of ISO/IEC 15504 (SPICE) and ISO/IEC 61508 (SIL) has become a necessity. Most of the developers and the management feared the introduction of the standards. They expected a lot of arbitrary additional work and an overload of needless established processes; imposing a lot of paper work to programmers and service providers.

The contrary was the case at IAE. There is now a good balance between adherence to standards, high quality in project work and documented working procedures. Standards and methods are widely accepted by the staff members and by executive staff and managers.

This experience report shows that deeply rooted objections turned into valuable help, given by the standards ISO/IEC 15504 and ISO/IEC 61508.

KEY WORDS: Assessment, Safety, ISO 61508 (SIL), ISO/IEC TR 15504 (SPICE), Process Improvement, Review, Inspection

Annotation:
The listed examples are derived from real practice and can be proved. IAE GmbH is certified via ISO 9001:2000. In 2005, five projects were successfully assessed according to ISO/IEC 15504 and most of the assessed H.I.S. processes reached level three.
Thesis 1: The introduction of capability maturity models and safety related standards is too expensive

The developers argued against the introduction because they feared a lot of extra work especially due to additional documentation resulting in missed milestones or delayed delivery dates. The management argued against the introduction, because feasibility analysis showed that ISO 61508 needs additional resources particularly with regard to the testing phase. Developers and managers doubted, that the standards would allow a balanced relation between effort and result.

Example IAE:

- Because of the standardized proceeding in project work, newbie's are easily introduced in the team and get early involved in their daily project work. Changes or additions of staff members into a project need only a very little extra time for adjustment into the project organization, project methods and tools, e.g. IAE uses a project monitoring sheet ("Projektbegleitblatt") that enables a quick overlook of the whole project and its structure. Key documents help to assess the current status of the project. Saving of costs is the result of standardized proceeding in this point.
- Together, the staff members of IAE have created an inner structure with the help of standards, which is accepted and applicable. Based on this inner structure, IAE was successful certificated according to ISO 9001:2000 in 2004 and every re-audit succeeded without any major deviations. This certification means an increase of the company's value to our customers.
- IAE project leaders monitor and control their projects with defined status reports and assessment checklists, which have been derived from ISO/IEC 15504. Based on these existing standards, controlling of projects is comfortable and quickly fulfilled.
- Furthermore, IAE defined metrics considering the requirements of ISO/IEC 15504. These metrics are part of the used project-controlling tool. Based on these metrics, project reports and management reports are prepared automatically. This saves a lot of time during project work for the project manager and for the customers.
- IAE's quality manager engaged all developers and managers during assessment preparation and the assessment itself. As a side effect, some of them became experts with special knowledge about process and quality-oriented software development. They extended obviously their knowledge in project management or quality management. Since this time, our customers ask for these experts many projects, so IAE gets more requests for quality experts and attracts new business.
- Due to the utilization of ISO/IEC 15504, the quality department and the developers could realize the guidelines of ISO 61508 very quickly and without big changes in existing processes. As a result, IAE realizes many safety critical software projects and the developers continually increase their knowledge. Because of this practical appliance extra costs for additional coaching get less and less.
- One of the lessons learned during assessment was the awareness that an enhancement of effort during analysis phase, helps to reduce change requests and bug fixing. Tripling the effort in person days during analysis- and requirements phase effected adherence to defined milestones to 96 percent. As a result of following the guidelines of ISO/IEC 15504 and ISO 61508 deliveries where in the majority of cases punctual and of high quality, so customer satisfaction increased measurable.
Thesis 2: Models and standards are not sufficiently flexible

The developers feared that they would be handicapped in their work because of strict regulations. Especially in fire-fighting projects there would be no time to follow the standards strictly.

- The standard itself helps to adapt to specific IAE methods. Tailoring means the flexible handling of models and proceedings and IAE uses the standard itself to adapt to specific IAE methods and processes. For example, the work break down structure (WBS) is standardized at IAE but has flexible characteristics that are stored in the project controlling tool as a collection of project phases. IAE project managers may tailor the given WBS to the demands of their new project. Our standard WBS template helps to create defined work packets. As a result of using the tailored processes, creation and documentation of projects and file structure is simplified.

- To monitor and to assess projects, IAE project teams use a special project checklist. This checklist covers every important checkpoint during life cycle of the whole project and includes base practices of the ISO/IEC 15504. So every team member knows the main focus to care about without any additional training. The project manager doesn't need to create a list of her or his own. As a result of using the guidelines provided by the ISO/IEC 15504, management practices to do high quality project work are well known and established. Required metrics and data can be generated automatically.

- Reporting and status evaluation are very important to control project progress and effort deviations. IAE offers defined templates for status reporting. The project decides if it is more effective to create the status manual by using this template or to use the automatic status report of the controlling tool. Both variants are allowed and can be combined with special customer requirements very easily, because typical required data are always included.

- With the help of specifications of ISO/IEC 15504 and a fussy requirement documentation based on ISO 61508, guidelines for coding were defined. Following these guidelines and the guidelines for the use of the c language in vehicle based software (MISRA C) helps the developers to write well laid out structured and expressive code. The use of MISRA encourages training and enhances developer's competence in general c programming. For example, because of this established knowledge, developers are able to read and check third party code and to deliver high quality code reviews.

- Helpful are the created requirement documentations and definite function descriptions out of the software requirements analysis process (ENG 1.2). Based on the requirement documentation test cases and software functions are derived. Inspectors of code are able to see very quickly which functions are required and compare these with the code under inspection. Because of this IAE performs code checks with diminished effort and develops testable software. During development of test cases it is possible to check very early, if any requirements exist, which can't be tested. Based on this standard process, at an early stage of development errors in requirements are detected and developers can flexible react and start a change request.

- Some more of the desired documents have to be created very early during development life cycle and very often information's are missing. Tailoring rules help to handle this problem and no show stopper appear, because every project team member knows what to do in such a situation.
Thesis 3: Realization is only possible using sophisticated tools

Developers complained that they would waste their time during project work with feeding lots of data into special tools, customer use to support their development process. They noticed that these expensive tools are rarely used in the correct way and so the input data are needless. So developers doubted for a lot of project phases, that these tools really would bring the expected benefit and help. On the other hand, the developers wished to reduce the amount of existing work sheets to document project results and project data and to replace them with a kind of supporting tool or database. They hated the intricate way to merge data manually together or to make them traceable. They complained about missing interfaces between different tools.

IAE management worried about cost, effort and that it would take a lot of time to establish such tools.

- The use of a project controlling tool is absolutely indispensable for IAE. A qualified project needs much more than a plain time recording tool with milestone recording features. Project managers at IAE monitor and control their projects with defined data and workflows. All data, which have to be collected, are precisely analyzed and derived from the company’s objectives. These data generate the defined metrics and the metrics are collected within the project controlling tool. No one has to do redundant work or to merge several sheets manual together. Project managers and top level managers derive statistical data and reports from the project controlling tool, there’s no manual step inside this process.

Return on invest had been possible in a very short time. After one year intensive work with this tool, every ordered report is generated in a few seconds and the tool involves every input, output, activity, progress and effort of every work package of a project.

- Quality management and project management use this tool to improve their processes and workflows. There’s no additional tool, because project phases are maintained within this tool and so improvement of the development process is possible too. As an example, the expert group also used the tool practically for their field-tests during the last year and still will do so in the future.. Every half year, upper management holds a meeting with IAE people to talk about the pros and cons in using the tool. As a consequence IAE continually improves all process areas, the work with the tool itself and the reports provided by the tool.

- Developers and managers agreed, that manual version control means an extreme extra work. Together they analyzed different tools and decided in favor of a freeware tool. There are some minor costs for the GUI but no more extra license costs for the tool itself. The online documentation is nearly perfect and a lot of support is guaranteed without any user help desk fees. The acceptance of this tool is a fast selling item, because the developers prefer open source tools. The tool itself helps to handle change management, requirements monitoring and supports version management. Information quickly passes on, less paper is needed (eco friendly) and rebuilding of sources and data is comfortable.

- The necessary set of tools is reduced to a minimum and applicable depending on the size of projects in the most flexible way. E.g., IAE does not use a special requirements database. Developers follow the defined activities based on the standard process. They use and produce the obligatory inputs and outputs during requirements phase and collect those analyzed data into the requirement specification, they don’t need to feed them additionally to a database. No redundant work is needed and fewer defects occur.
Thesis 4: Capability maturity models and standards are introduced for their own sake

Developers and engineers at IAE wondered about the required processes, because during their whole studies, nobody talked about any quality processes or models in this intensity. Quality assurance like testing was known and accepted, but a straight red line during the whole development and system cycle was unknown. They feared a severed discipline due those standards that would permanently thwart project progress.

Managers welcomed the idea of process orientated development, because they hoped for a higher productivity in development with increased quality.

- The defined business objectives at IAE are supported and achieved by the compliance to the predetermined methods of ISO 9001:2000 and ISO/IEC 15504. ISO/IEC 15504 helps to reach highest quality and to avoid bugs during development. This assists in customer satisfaction and guarantees follow-up-orders.

- IAE follows the instructions of ISO 61508 and learned to involve stakeholders very early and in time, to straighten out needs and requirements. As a result of a very good performance during planning and requirement phase, the expenditure for change requests decreased at more than 50%. The number of changed requirements has been reduced significantly.

- During preparation for the official certification and assessment, all engaged engineers could increase their competences regarding project- and quality management. Now they are able to rely on a lot of lessons learned and experiences, which help them to run a project successfully.

- Apart from the official certification a lot of positive side-effects appeared. IAE developed new templates which support daily project work and decrease effort in documentation. For example standard status and to do lists arose out of this team work and as result from the assessment report meeting. Also the revision of all process descriptions made them more clear and applicable.

- Especially ISO/IEC 61508 limits the risk of hardware and software bugs and raises the safety of the whole system under development. For example, the execution of the FMEDA is required and this helps to detect failure cause and their consequences for the whole system.

- The use of ISO 61508 forces to examine malfunction of hardware, - software- or electronic components. IAE engineers now are able to analyze and define safety functions and to develop fail/safe concepts.

- ISO/IEC 61508 and ISO/IEC 15504 presume a clear structure of responsibilities. IAE Engineers know escalation steps exactly and whom to ask to get a quick decision. For example, every project repository includes a team folder, which shows participants, managers and supporters of the project. The content of this folder helps to add people during project documentation and to assign to them working with the software development plan or the test plan. This avoids misunderstandings referring to questions of liability, because stakeholders and suppliers are included in the responsible matrix.
Thesis 5: Processes given by means of models and standards are not accepted

IAE developers and engineers argued they would never need such defined standards to code in a correct way, because compiler and code checker tools help enough to avoid mistakes. Moreover, keeping with the rules would only be possible with intensive coaching because process models often impose constrains during development which doesn’t fit with real business processes and often they are not up to date. Worst of all, internal processes are not accepted by customers and redundant work has to be done.

- All department managers at IAE created together an improvement and training concept for all employees and especially for prospective project managers. They all need to understand the required activities, inputs and outputs of ISO/IEC 15504 and ISO/IEC 61508, to use them for daily work and to create internal rules. Based on these activities a training group has been established. The members of this group are living and imparting the ideas of quality and business objectives quite naturally and teach them to newbie’s as mentor. Training on the job is done during project work by help of these experts and under regard of special needs to the current project. The whole project team is involved in tailoring processes and the way to improve processes for special needs. Process are well understood and highly accepted.

- At IAE, project managers and their representatives are intensively involved in developing and optimizing the structure of projects. All experiences collected due to the implementation of the defined standards and their tuning to a project brings up even more expertise without additional training. For example, IAE QM and some of our engineers created a standard test plan by analyzing several different projects and under regard of customer requirements and demands based on ISO/IEC 15504, TPI-model and ANSI/IEEE 829. This test plan includes tailoring rules which ensure, that every project can work with this template in a most comfortable way.

- One very important component of IAE’s quality system is the quality manager in charge. Together with the staff, quality management developed and realized a running quality system and several interfaces to project management, configuration management and top level management. Quality division itself is part of the top level management. At present all defined guidelines, workflows and processes are derived from current practice and they are accepted and established without resistance.

- At the beginning of a project in 2004 concerning an electric power steering for a demo car, the usage of ISO/IEC 61508 was hardly discussed. Because of the demo car, no SIL Level was required on customer’s side. The developers and quality management decided to adopt ISO/IEC 61508 within this project, because in fact of a follow-up-order they were able to reuse processes, documentation and methods. Another benefit of this decision was to get a lot of experience with ISO/IEC 61508. The customer was very pleased to get project work of highest quality and detailed documentation. Tailoring of existing processes with manageable extra work helps to fulfill requirements of ISO 61508 and by using the recommended methods of this standard - as result, the project team develops safety critical software functions the right way. Right now, in April 2005 the follow-up-order had come and most of the developed data and documentations are in reuse, for this new safety critical project which requires SIL Level 3. Additionally another project (YawRate) with safety critical development tasks is ordered.

- All employees took part at the assessment meeting (debriefing) after the first qualified assessment (ISO/IEC 15504). One weak point was the risk tracking during project time, because project leads didn’t like to monitor risks via the existing risk sheet. The new idea was to track risks via projects “To-Do Lists”. The idea was tested in some projects and the tracking of risks worked fine with this standard method.
Thesis 6: Process models generate only puffed up documentation – "shelf ware"

IAE developers were angry about redundant documentation in different project phases. Without some rules and standard templates double work often occurred and those documents were hard to maintain. IAE people agree that some helpful documentation is important to understand what is going on in one project, but developers grumped, because they didn't want to document obvious and natural things. "Everybody knows what to do and knows team members, why do we need to write this down?"

Management and engineers had the opinion, that a plan is a fine thing, but in reality nobody cares about this documented plan, when unexpected things during the project happen. Too much individual stuff would be documented and nobody would have an ounce of time to read all these documents about work packages, project boundary condition, analysis results and so on. No work would be done; team would only be reading large piles of documents.

- Supporting documents, as templates and checklists are really helpful for developers daily project work. These tools include contents and requirements of norms (ISO 9001:2000, 15504, 61508, etc.) For example, the code check list includes MISRA rules and parts of the style guide. The check list can be supplemented with special needs of different customers in an easy way. The QM toolbox was developed with the help of ISO/IEC 15504 and ISO 61508 and the usage of this toolbox avoids redundant and puffed up documentations.
- By means of tailoring rules and through strict model proceeding, the whole documentation of IAE's quality management system is reduced to fistful power point presentations and a few manageable key documents. For example, the quality manual, which includes the development manual, simply consists of 44 pages. For coaching of our employees and for newbie introduction, a small power point presentation is used, which is derived from this manual. As a result, knowledge transfer about the whole quality- and development process is done very fast and intensive.
- By using the appendices of ISO/IEC 15504 and 61508 it is possible to define the inputs and outputs for project and project phases very easily. The standards explain very well, what and why something is required. Derived from these additional explanations, the process inputs, activities and outputs were defined for IAE projects. Tailoring guidelines are required by these standards/models and we use tailoring guidelines to avoid redundant and needless documentations, therefore the definition of projects work products is done well and quickly, redundant products are avoided.
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Abstract

Software procurement is an area where suppliers now point at their customers and ask them to improve – or there are challenges in supplying software intensive systems of the right quality. This paper investigates published research about software procurement. Based on this, it seems that there are well-founded advice on software procurement in “a general software procurement situation”, and “extremely large projects”, such as the procurement of a new weapons system. However, it appears that the advice on how to procure software-intensive systems, for organizations with portfolios or systems of long-lived systems is limited compared to advice for simpler contexts. Initial results from further research in this direction are outlined.
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1 Introduction

Software has become an integrated part of modern life from cashless shopping via online terminals, ticketing systems to huge municipal or governmental database systems managing not only more but also increasingly diverse amounts of data. As software spreads and establishes itself in new areas the number of software acquisitions is also growing, as well the number of people responsible for this. One study indicates that US enterprises spend more than $250 billion annually on procuring software products and services [Gettó, G. et al]. At the same time, analyses show that about two-third of all IT projects become significantly more expensive or have to be redefined / terminated [The Challenges of Complex IT Projects], e.g., for public IT projects the average overruns in work-hours was more than 60% [Moløkken et al. 2005]. Studies like these may give an indication that the risks of unwise software investments are growing similarly.

This article investigates some of the research available and suggests provides initial results from a joint industry project aiming at decreasing the risk for high total cost of ownership for long-lived procured systems.

2 State of how to procure

2.1 How is software procurement researched?

Software procurement may be seen as a sub-class of general purchasing which has evolved from a mere buying function to an important strategic business process [Carr et al. 1999] that often has direct effect on the bottom line of a company's income [Buvik et al, 2000], Purchasing in general may be divided into three main classes depending on the view point, i.e. supply chain management, relationship / network perspectives and organisational buyer behaviour [Ulkuniemi, 2003],

The supply chain perspective appears natural when considering purchasing as an integrated part of a larger logistic production system. For instance, standardised program packages, often termed as commercial off the shelf (COTS) components, like Microsoft Office or Outlook are relatively easy upgradeable, often automatically, and may be delivered from different vendors. This aspect gives birth to the concept of competing 'supply chains' [Farbey, 2001] where the one(s) is chosen that fit best the procuring organization's requirements and strategic perspectives. Although COTS software are usually cheaper than custom made systems, they have some side effects that can not be neglected, often prohibiting their implementation, such as customisation aspects, short lifetimes, or unwanted functionality [Craig Meyers 2001, Gerlish, 1998],

So far relative little attention has been paid to the supplier and customer relationship perspective as it does not provide operational models or normative guidelines in software acquisition [Brereton 2004], This perspective is on a higher business strategic level [Håkansson et al. 1995] focusing on co-operative effects in business networks. Here, even co-operations with competitors are considered e.g. to develop common industry standards, to achieve higher efficiency of purchasing software intensive systems.

The organisational buyer behaviour perspective has in contrast an entirely internal point of view focusing on organisational rather then individual goals where internal procedures, processes and phases are central [Tanner, 1999]. It represents the most widespread approach to procurement and considers it as a series of decision making situations that may successfully be applied for the development of practical models and guidelines. In this category there is much of the work done within the military [The Defense Acquisition University, Gallagher et al], the industry [Getto et al] and in more academic (but often with a degree of military funding) environments [Choi et al 2001, ISR, SEI/ASP].
2.2 Risk mitigation

Software acquisition is especially risky in case of bespoke software systems, systems specifically designed for genuine tasks with a relatively long expected life time (e.g. 20 years) like computer controlled baggage handling systems or governmental software. Decisions for their replacement are usually postponed until maintenance cost or functionality limitations become too overwhelming. Due to the longevity and the often huge costs of new software systems (not only procurement costs but also costs connected with training and changes in business processes) make the replacement of bespoke software intensive systems a business critical strategic decision.

To reduce the risks and costs several systematic approaches and even standards have been developed over time, ranging from software lifecycle perspectives, requirement analysis, risk assessments, detailed process planning and development of standards and best practices [Hansen et al 1999, Software Acquisition Gold Practice]. Especially the military with their huge software intensive weapon systems, e.g. missile guidance, fighter plain software etc, are in sore need for acquisition guidance [Zambrana et al. 2004, Guidelines(...)] 2004]. The same is true for non-military governmental software acquisition projects [Graff] in e.g. highway control [The road... 1998], social and health sector, [CITPO 2005, Krouse 1999] employment services etc. which in addition are very exposed to various political pressures, peculiar legal issues [Aigner et al, 2004, SIMAP 2005] and usually have to struggle with one-year budget planning.

Many of the software acquisition approaches have a life cycle perspective in that they already include the design and production phase of the software attempt to ensure a high software quality (e.g.. rapid prototyping, security aspects etc). There are software life cycle process reference model standards [ISO 12207] with their main focus on software development and software process assessments [ISO 15504, Wang et al 2000, Wang 2000, Bootstrap 3.2].

2.3 Capability determination models

Another approach focuses directly on the involved acquisition processes and assesses the company’s capabilities in software procurement (ISO 15504, SA-CMM, CMMI-AM). These models provide detailed generic process oriented descriptions, benchmarking and improvement suggestions [SAGP-P]. Many of these initiatives originate from the US military and were originally developed for very large acquisitions. Interestingly for an impatient practitioner, the IEEE Std 1062, SA-CMM and the CMMI-AM approach all focus on what should be done, rather than how it should be done. This has two results: a) They are excellent for assessment; b) they can, and need to, be adapted/tailored to an existing process context. The quality of this relies on the assessing party, and, the quality of accompanying material. Other attempts model the maturity, or the abilities, of a provider of the software [eSCM].

3 Motivation for further research

There is a puzzling discrepancy between the available amount of research on software procurement on one side and the in industry perceived relatively low success-rate of actual software procurement on the other. Is this just due to a wrong perception or is there actually a potential for improvement of software acquisition within the business environment? A joint research project, called LCSP (Life Cycle Software Procurement), has been initiated by DNV in cooperation with one very large oil & gas company, a large international financial institution, an international telecom operator, and four government agencies, plus students. The project budget is several MNOK, plus time spent by partner organizations.

The objective of the project is to identify key practices that should be in place during procurement of software-intensive systems. The key practices are intended to together decrease the risk for high total cost of ownership for systems having a life-span of five to thirty years. The project also delivers a
hazard identification that can be used as a checklist during procurement projects, along with lists of common risk-mitigating actions for each hazard. Compared to other research projects in the area, the key characteristics are: a) Explicit focus on achieving low total cost of ownership; b) explicit focus on long-lived systems that will experience change; c) explicit focus on the portfolio of both systems and projects ongoing. Partner organizations mainly participate because they see a potential for significant changes in TCO for their ICT systems; a rough estimate of the yearly total ICT budget among partner organizations is estimated to be between 6000 and 10000 MNOK; that is, the savings potential is significant. The organizations include different items in their ICT budgets, hence the measurement span.

4 Research method

The project partner organizations are studied in detail with respect to their past and present experiences with software acquisition. Through extensive focused interviews and short non-directive interviews [Frankfort Nachimias & Nachimias 1992] with multiple roles in the participating organizations, their specific challenges together with their own solution paths are uncovered. The interviewers have worked jointly during early interviews, followed by inter-researcher discussions, to calibrate understanding of answers. Apart from interviews, we also perform document studies (process/organizational descriptions), as well as multi-datasource case studies of particular projects from the partners. Each interview, or document studied is assigned an evidence ID, which is recorded in an evidence log. Thus, we retain complete traceability from evidences to suggestions, allowing the researchers to assess the strength of recommendations given.

When the research project passed 100 evidences, each evidence was jointly analysed by the researcher group for practises that affected TCO, and, for explicit or implicit risks wrt TCO that could be detected. This was assembled in a large electronic mindmap, because that way of organizing information a) allows the simultaneous visibility of large amount of information; and b) fast and easy clustering and changing of clusters. Clustering of practises and risks have taken place iteratively, with test workshops with project participants to ensure both partner understanding, but also validation of clusters identified.

5 Preliminary findings

Preliminary findings from practice indicate that

a) existing published software procurement models are not used. They are conceived by the practitioner as being too complicated (typically, the CMM set of models) requiring too much tailoring;

b) software procurement frequently has a few-systems focus, i.e. is considered as an event where it is not necessary to take all existing related systems into account;

c) software procurement does not take well enough into account the inherent flexibility of software, i.e., in many cases it is already known in the beginning of the procurement phase that the software will be subject to large scale changes in its functionality during its life time. Example: Top management gives an order about the procurement of a software-intensive system, for example a tailored CRM system. It is also given order about minimizing the TCO for the system. A project manager then takes over – and he is measured on if he delivers within time and budget (i.e., no TCO consideration any longer), and finally, some supplier organization is internally measured on how little time they can use to deliver adequate quality. Thus, one ability to affect TCO significantly, i.e., before thought has been transferred into in form, was lost because one did not take anticipated changes into account during engineering.

From initial analysis of the interview results three main categories of key process areas (KPA) have emerged that seem to play an important role in procurement processes. These are shown in Figure 1.
Figure 1 Key Process Areas identified

- **Governance Processes**: Typically, upper management is accountable for these KPAs.
- **Operational processes**: Typically, some line or corporate function are accountable for these KPAs.
- **Initial Procurement Processes**: Typically, these processes are handled by a procurement project. Initial analysis suggests that much of IEEE recommended standard 1062 can be reused as a base.

6 **Next steps**

In the research project, work still remains in grouping and extracting information about the software procurement processes and derive guidelines to reduce the total cost of ownership of long lived software systems. Guidelines are structured in a way that draws on practical experiences from both capability models (CMM variations, SPICE), and from the patterns community. For example, the structure contains both a "what/goal" part, and examples from the project partners of "how" they achieve the "what/goals". An early comparison to substantial work by [Bird et al 2002, Hansen et al. 1999] indicates that our work can reconfirm and thus increase the validity of many earlier described best practices in the initial procurement process category, while we find evidences for multiple other practices that we place in the two other categories, that seem to have received less attention in the software procurement literature. We estimate that all guidelines will be made available to the public towards the latter part of 2005; present non-anonymized material is restricted to project participants only. It is expected that the material will have value for a) organizations that wish to improve themselves wrt to reducing TCO for software-intensive systems; and b) organizations that wish to provide consultancy services in the area. The practises will be complemented with indications of which practises might be wiser to start improvement work on, to simplify incremental improvement. At the same time, there is nothing that outrules a broad assessment of an organization’s degree of goal fulfillment in all recommended key process areas, and improvement initiatives based on that.
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Abstract
This paper describes a process assessment and improvement case study of the IT department of a large retail company. The characteristics of the company and the IT department are shortly introduced. The business motivations and the main approaches and results of the assessment process are presented and discussed. The assessment led to an improvement project that is currently running. We shortly highlight the improvement process and finally we discuss some aspects that may be useful for assessing and improving similar types of organizations. Among them the role of global service provider of IT departments, the relevance of communication and knowledge management processes and the need of assessment tailoring and people involvement. We also discuss the role of the ISO 9001-2000 certification approach in the improvement process and the need of a blend of technical and organizational aspects as well as communication and training / mentoring actions.
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1 Introduction

Assessment and improvement of software processes are important and critical issues for IT industry and have been extensively considered both in research and industrial practice [1]. Industrial process assessment experiences have been published for the case of large IT companies (see for example [2] for Siemens and [3] for Nokia) and also for SMEs (see for example [4] and [5]). These issues are certainly important for the IT vendors, but they are also of great relevance for IT departments of non-ICT organizations. Large organizations relay on business critical processes managed by IT departments. The quality of such processes (acquisition processes as well as in house development and services delivered to internal users) is important for the ability of the whole organization to compete and maintain / improve the market position. This is the reason why methods and technologies of software process assessment and improvement may be usefully applied to IT departments of the client side in the ICT market. This paper presents a process assessment and improvement case study of the IT department of a large consumer electronics and domestic appliances retailer. A short presentation introduces the company involved in the case study and the organization of the IT department. The discussion of the case study starts from the presentation of the business motivations of the project. The following chapters present the methodological approach of the assessment, based on the ISO 15504 [6] tailoring, the results of the assessment and the actions planned to improve the processes. The improvement process is currently running. A final chapter discusses the lessons so far learned and highlights some topics that may be of specific interest while assessing an IT department and may be reused in other similar cases.

2 The company and the IT department

The Mediamarket company is part of the Media-Saturn Holding GmbH, the European leading company in large-scale retail of Consumer Electronics and Domestic Appliances with a total of 503 stores in 10 countries, more than 12 billion Euro turnover and more than 30,000 employees (year end 2004). The Italy based company manages the brands MediaWorld and Saturn and operates 58 stores in the whole country, with 1,4 billion Euro turnover and more than 4,000 employees (year end 2004). The IT department is organized in several areas according to a functional structure (see Figure 1).

![Figure 1: IT Department structure.]

Sap, Retail software, Web and Business Intelligence are involved in the development and maintenance of the application software. They develop new applications both through internal
resources and external contractors. Systems management, Telecommunications and Help Desk are service-oriented areas. They manage the data centre and the wide area network and support a large number of users geographically distributed (about 200 servers and 3000 clients). The IT department employs about 50 people.

3 Business motivations

In the past years, the IT department experienced a fast growing process, due to the expansion of the whole company. This led the IT management to run an improvement process whose aim was both to reach a new stability level of the department and support a higher service level for the internal clients. The management involved a third party as consultant. The aim was to cooperate with the R&D area to assess the existing processes and suggest possible improvements, according to the business priorities. Two points were essential in this decision. The first one was the Direction involvement and strong support from the beginning of the project. The second was a continuous action, during the project, for stimulating and maintaining the cooperation of the area managers as well as the persons involved in the operations of each area.

4 The assessment process

The assessment process is based on the ISO 15504 approach and is composed of the following steps:
1) Selection of the interesting processes
2) Evidences collection and measurement of the quality profile of processes
3) Definition of business goals and required quality profile
4) Diagnosis and suggested actions

We shortly present the characteristics and results of each step.

4.1 Selection of the interesting processes

The first step is the identification of the interesting processes. This is done on the basis of the ISO 15504 and ISO 12207 [7] lists of processes. Figure 2 defines the processes of interest, according to the results of a set of meetings with the managers of the IT department and of each area. They basically include the whole set of ISO 12207 processes. Some rewording makes them more adherent to the local vocabulary (for example the infrastructure process is included in the system operation support). Some processes are reduced or included in other chapters (for example the supply process is included into the development process) due to the characteristics of an IT department. The processes are grouped in four chapters. According to the ISO 15504 classification, the first two groups include the customer-supplier and the engineering processes. The processes take into account both system and software aspects. Specific relevance is given to the quality control activities. The third group is related to the project, support and organization processes. The last group is partially outside the classification of the above-mentioned norms but is deemed to have a significant interest. It includes the activities related to the establishment of a good communication channel between the partners of the IT business in the company: the internal users and their departments as well as the areas involved in the IT department. It also includes the knowledge management processes required to maintain and reuse the rich set of structured information owned by the IT department. The list includes the whole set of processes of the IT department. Only part of them will be of interest for each specific area.

<table>
<thead>
<tr>
<th>Process</th>
<th>Code</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>DEVELOPMENT, OPERATION AND EVOLUTION</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acquisition</td>
<td>ACQ1</td>
<td>Request for proposal and contract management</td>
</tr>
<tr>
<td>Development</td>
<td>SVIL1</td>
<td>System requirements analysis</td>
</tr>
<tr>
<td></td>
<td>SVIL2</td>
<td>Software requirements analysis</td>
</tr>
<tr>
<td></td>
<td>SVIL3</td>
<td>System architectural design</td>
</tr>
</tbody>
</table>
4.2 Evidences collection and evaluation

The information providing evidences for process scores is collected for each process of interest of each area. The score are based on the ISO 15504 levels. An additional requirement identifies the processes of figure 2 that are not interesting for the specific area under assessment:

- **NA** - The process is not interesting for the specific Area
- 0 - Not performed or only partially performed
- 1 - Performed informally
- 2 - Planned and tracked with documented evidences
- 3 - Based on standard methods and, if required, tailored methods
- 4 - Quantitatively controlled
- 5 - Continuously improving

The type of information collected for each area includes:
- General description of role, structure and characteristics of the area;
- Interaction with other areas;
- Definition of the interesting processes;
- Classification of projects / activities (e.g. for a software development area, we classify low complexity and high complexity projects) and definition of significant examples for each class;
- Collection of the available documents for each example;
- In case of not available evidences based on documents, the area manager is requested to describe the current practices.
The area manager is also required to express, from his point of view, the critical issues and the suggested business goals. The assessment actors are the IT Manager, the R&D manager (acting as "internal sponsor" of the project), the area managers and the external assessor. The information is collected and processed through the following steps:

- Introductory discussions with the R&D manager and distribution to each area manager of a short presentation of the project, its goals and methods.
- Kick off meeting. The IT manager presents the project to the area managers and enforces its relevance. The aims, roles and methods are discussed and a plan of actions is defined.
- The assessor meets every area manager collecting the available information.
- The assessor analyses the information (using the ISO 15504 practices as a guideline) to extract the evidences for the score of each process and writes a report for the area manager. It includes the ranking of processes and the explanation of each score, given the collected evidences.
- The report is submitted to the area manager
- The assessor discusses it with the area manager. When the consensus is reached, the report becomes part of the final report.
- The final results are collected and summarized in a final report. The report is discussed with the R&D area manager and the IT manager and is presented to the area managers in a final meeting.

For example, figure 3 shows the measured profile for one of the software development areas (see figure 2 for process coding). The main part of the development processes is planned with documented evidences (level 2). The interesting processes for operation and maintenance are at level 1. The majority of quality control processes are at level 1, while no improvement process is running. The support and communication processes are at various levels. Some process like document and configuration / version management is very well performed at level 3, while some other one (e.g. planning) requires a significant improvement. The large differences in maturity of processes are mainly due to the business priorities (e.g. the need to manage the configuration and delivery of complex systems), the time pressure and the locally available skills. If we look at the complete assessment, we may classify the quality profiles into two classes: development oriented areas (the four boxes of the intermediate level of figure 1) and service-oriented areas (the three boxes of the bottom level of figure 1). Inside each class, the profiles are quite similar.
4.3 Business goals and required process profile

The IT manager evaluates the assessment report to identify the critical issues, according to the business goals and the priorities of the department and the whole company. The result is a required quality profile for the processes of each area. For example, Figure 4 shows the measured profile referred to in Figure 3 (grey area) and the required improvements (black area). The black part of the diagram shows the high-priority improvements. The maintenance and quality control processes as well as some development processes are required to move to the same level 2 of the development processes majority. The planning processes have to be formalized and documented, and a significant effort is required in the communication and knowledge management area. The reason is that, due to the growing complexity of the organization, the need for communication and coordination between the areas became more and more important (for example, many projects involve actors coming from various areas). Moreover, the stability and the evolution of the information system are based on the availability of a consolidated body of information and knowledge to be owned by the organization and not by the individuals (for example, data models, systems configurations, operation procedures).

![Diagram](image)

Figure 4: The required process profile for the area referred in Figure 3.

The above-mentioned required quality profile is an example from a development area. If we examine the whole set of the quality profiles, the required improvements are similar for each profile class (development oriented and service-oriented). In addition, each profile of the two classes may have specific required improvements.

4.4 Diagnosis and planning for process improvement

The assessment report includes a detailed set of evidences and examples that serve as the basis for the assignment of process scores. This supports the explanation of the measured quality and the identification of the suggested actions for process improvement. The result is the definition of an improvement plan including, for each process to be improved, a list of actions and associated tasks as well as the estimated effort and timing. The actions belong to the following categories:
- Identification of adequate methods and adaptation to the specific cases.
- Development of procedures and technical standards. Tools evaluation and delivery.
- Training through tailored courses. Projects mentoring and monitoring.
Experience Session 4: Assessments

The improvement process is organized using the ISO 9001:2000 [8] certification approach, even if the organization is not interested in the certification by itself. The first step of the plan will last one year and is currently running. A new assessment is also planned at the end of this phase.

5 Lessons learned

In the following final considerations we want to summarize the lessons learned and the aspects that may be useful for assessing and improving similar types of organizations.

5.1 Service vs. software: the system approach

A first question may relate to what is specific of an IT department of a large non-IT organization, for example versus a software development company. An important point is that an IT department does not produce software, but delivers a global service. This means that the system view is mandatory. The service level depends on many aspects: the application software development, evolution and maintenance as well as the management of the technological infrastructure and the user support during the everyday operations. This also means that communication and coordination is very important. This was also recognized by the area managers. In the first phase of evidences collection, the majority of them included in the suggested business goals the need for a better communication and coordination. The final service level is an emerging property of the system and depends on the ability of teams to cooperate in a proactive way. It requires a mixture of planning, commitment and available knowledge. The planning is the general framework, while the commitment and knowledge are required to effectively react to every day not forecasted events. This is the reason why the communication and knowledge management processes are so important in the process assessment.

5.2 Assessment tailoring and people involvement

As stated in other cases studies (see, for example [9] for a comparison of two different approaches in two Norwegian IT companies), the success of the assessment and improvement effort strongly depends on the following two factors:
- The management commitment and the cooperation of every involved actor;
- The ability to tailor the assessment and the improvement to the specific goals and needs.

In our case the R&D manager acted as internal sponsor, cooperating with the external consultant to define the project. The IT manager was directly involved not only in the decision phases, but also in the presentation of the project to the area managers. The seven area managers were involved as direct actors of the projects (they discussed with the assessor each aspect to reach the consensus). The project was presented to them not only as a company requirement, but also as a way to improve their professional knowledge. The contribution to the project was also included in the rewarding system parameters. The seven areas in the IT Department were interviewed during the assessment. The process involved the area managers and their main reference people. The improvement process is progressively involving all the persons working in the areas. The tailoring for the organization was also carefully taken into account. The assessment was based on the ISO 15504 method, but the content was tailored (see for example the list of the interesting processes or the specific required quality profiles) according to a cooperative analysis made by the assessor and the management.

5.3 Using the certification approach as a tool

In the improvement process, an interesting aspect is the role of ISO 9001-2000 and the certification approach. The certification is not considered interesting by the organization. Nevertheless, the improvement actions were organized as a certification of the IT department. The process improvement is delivering a set of procedures and document schemas with the same approach of the quality manual for the certification. It seems that the quality manual approach provides a practical tool for organizing the decisions, the rules and the best practices. Writing a procedure is a way to define the
rules of the organization, discuss them and reach the consensus. Only specific aspects more strictly related to the details of the certification requirements, are not considered. The general approach is to find a solution as simple as possible, discuss it, test in service and modify if required. The R&D manager has the role of Quality Manager and the responsibility of the improvement process, while the area managers are process owners. The interesting point is that the ISO 9001 is useful, even if the formal and commercial aspects (e.g. the approval of a certification body) are not required.

5.4 Training and mentoring

A final consideration is that, in the improvement actions, the technical and organizational aspects are not sufficient. Simple and effective procedures or good and well-tuned tools are important, but they are not sufficient. Training, mentoring and monitoring are mandatory for the success of the project. Our improvement plan includes a significant effort to support the delivery of the new approaches. For example, for the development process, a set of pilot project is defined for each area and the external assessor acts as consultant discussing periodically the results and supporting the improvement. Specific training actions are also delivered: for instance a seminar on how to use the documentation schemas, a short course on requirements analysis, and a short course on software design. Our experience shows that moving an organization from an existing quality profile of processes to a better one is basically a cultural problem. This is the reason why this type of actions is difficult and prone to failures. Moreover the actions require time to become effective. It is not sufficient to define a method, write a procedure and deliver a training seminar. A mentor has to support the every day operations until the new method becomes part of the usual cultural framework.
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Abstract
Small software companies face similar issues regarding software quality improvement and process assessments as larger companies. The main difference is that smaller companies seldom have specialized or competent resources to solve the problems. Therefore, the development of assessment methods also from the viewpoint of small companies can support the software industry. Based on experiences applying ISO/IEC 15504 in small software companies in Finland and Brazil, we present a flexible approach to efficient process assessments. Flexibility requires a continuous assessment model, so that the scope of process improvement and assessment can be defined based on the prioritized needs of an organization. Our experiences show that 15504 can also be applied with success in small software organizations. The paper presents how the assessments were run and lessons learned on applying 15504 in this kind of organization.
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1 Introduction

Today, in many countries small companies (SC) are important for the economy and employ a great share of people (for example, in Brazil they represent about 70% of the total number of organizations in the software sector [10]). Typically, this type of company faces similar problems as any type of company, e.g., regarding the quality of their products, although, in general, SCs normally face these problems to an extreme due to the informality of their processes and lack of resources. These characteristics can harm SCs in relation to their quality, productivity and competitiveness, or even their survival on the market. Therefore, the identification of problem areas and the systematic establishment of improvement actions are vital for their long-term success.

However, it seems that small software companies still find it difficult to run process assessments [2,8,9]. One reason is that many small companies are simply unaware of the existence of such methodologies [2,10]. Often there is also the perception that software process assessments conformant to these models/standards can be expensive and time consuming [11]. There is also often the perception that assessment models and standards are more targeted towards large organizations [2,8,11], including, e.g., practices for documentation and process formalization [9], which have been criticized to be inappropriate in the context of small companies [8,11].

In this context various initiatives have been started focusing specifically on software process improvement and assessment in the context of small software companies. Two examples are the project 15504MPE [1] in Brazil and the SataSPIN project [17] in Finland. The projects focus on the development of an assessment method customized to small software companies in order to enable effective software process assessments in conformance with the standard IS/IEC 15504 directed to their needs at low cost. Both methods, which were developed independently, are going in the same direction being similarly structured and based on ISO/IEC 15504 allowing a flexible adaptation of the process assessment in accordance with an organization's specific characteristics and goals.

In the context, also first experiences of both projects have been gathered. The 15504MPE project started in February 2003 and so far 7 trials have been performed in Brazilian small software companies. The SataSPIN project was organized in two phases; the first phase started in August 1998 and the second phase in June 2001. The project was ended in May 2003. Altogether 20 small and medium sized software companies took part in the projects, which resulted in an established software process improvement network.

In this paper, we present a unified view on the assessment methods developed and present a summarized overview on our experiences on the applicability of the international standard ISO/IEC 15504 with small organizations. We discuss the effectiveness and efficiency of the process assessment method as well as its effects on software process improvement.

2 Software Process Assessment Models and Methods

Software process models aim at continuous improvement. Small organizations require special guidance to be able to benefit from the models and to be successful in the process improvement. Process assessments provide lots of information as the basis for improvement activity planning. Today, the two most prominent software process improvement and assessment approaches are the CMMI framework [3] and the international standard ISO/IEC 15504 [6]. In general, both frameworks are directed to any type of company and being based on a continuous representation both offer flexible approach adaptable also to small software companies [14,15]. An advantage of the standard ISO/IEC 15504 specifically in the context of small software companies is its broad scope of, not only, technical processes. However, as the standard itself defines only a minimal set of generic requirements for an assessment, it does not provide in itself sufficient support for its ready application in a small software company.
In order to effectively and efficiently support process improvement in the context of small software companies, considering their specific characteristics and limitations, various ISO/IEC 15504 conformant assessment methods have been developed, such as, for example, RAPID [13], FAME [4], SPINI [9], MARES [1], SPIRE [14], and TOPS [2] among others.

In the context of our research, we developed the tailored assessment methods:

- SPINI: The assessment method has been developed during the SataSPIN project/Finland as part of a SPI Initiation Framework (SPINI). The framework is based on the ideas of IDEAL and SPICE, and the experience acquired when implementing software process improvement in small organizations. The framework expresses the essential activities that were found useful in starting up SPI using external support.

- MARES: The method has been developed as result of the research project 15504MPE/Brazil based on our experiences applying 15504 in small software companies focusing on continuous improvement based on the CenPRA approach for SPI [1] based on IDEAL.

In this section we provide a general overview and comparison of both methods. The methods are basically composed of a process assessment model and an assessment process.

### 2.1 Process Assessment Model

The process assessment models used by both methods are based on the exemplar assessment model of Part 5 of ISO/IEC 15504 [5,7]. The capability dimension is adopted as-is from capability level 0 up to level 3. Capability level 4 and 5 are not considered due to the, generally, low level of capability encountered in small software companies.

The process dimension has also been developed based on ISO/IEC 15504-5. However, due to the characteristics of small software companies, some processes of the exemplar model have been disregarded as being irrelevant in most cases in the process assessment model used by the MARES method. For example, as most small companies do not have subcontractors, processes related to the Acquisition Process Group have not been considered. However, if any of these turns out to be an important process in a specific context, it can easily be re-integrated based on ISO/IEC 15504-5. In addition, some processes (e.g., Project Management and Risk Management) have been re-grouped into one process.

Assessments during the SataSPIN project were performed according to the prioritized needs of the participating companies. As most of them were in the very beginning of process improvement, the selection of processes for the assessments consists mainly of engineering processes together with project management. Detailed distribution of the assessed processes is presented in Table 3.

### 2.2 Process Assessment Process

Both methods are based on the requirements for performing an assessment as defined in ISO/IEC 15504-2. In addition, a phase in the beginning of the assessment is added in order to characterize the company, to obtain a general understanding on the complete software process and to systematically support the selection of the processes to be assessed. In both methods, the assessments are performed similarly, but the assessment planning related activities are organized in a different way (Table 1). The MARES method pays more attention to the control and feedback of the assessments.

<table>
<thead>
<tr>
<th>SPINI</th>
<th>MARES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phase</td>
<td>Activity</td>
</tr>
<tr>
<td>Needs analysis</td>
<td>Alignment</td>
</tr>
<tr>
<td></td>
<td>General assessment</td>
</tr>
<tr>
<td></td>
<td>Scope definition</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Planning: During the planning phase, the assessment is organized and planned, including the definition of the purpose(s) for performing the assessment, its scope, available resources, constraints, schedule and the required output. In addition, participants and their responsibilities are identified. In general, the assessment is performed by an assessment team, composed of a competent lead assessor and a support assessor. Participants from the organization are the sponsor of the assessment and representatives involved in the software process.

Needs Analysis/Contextualization: The activities in the first step are alignment, general assessment and scope definition. The alignment provides a common understanding within the organization of process thinking and related concepts. A general assessment is used to study the overall situation of the organization's business and improvement goals and its software processes. As results of this phase, target profiles are defined, indicating high-priority processes and their capability level to be achieved in order to meet the organization's goals. Organization's needs and present situation are considered, and the assessment strategy and scope is defined including the processes that will be investigated in detail. All results of the contextualization phase are documented and revised. Based on the results of the needs analysis/contextualization phase, the assessment plan is updated and completed determining schedule, participants, source material and restrictions to the assessment.

Process Assessment: The second step concentrates on a planned, detailed assessment of the selected processes. Therefore, the data collection is prepared, including the refinement of the strategy and techniques to be used for collection and analysis, as well as the definition of process attribute indicators. Data gathering consists of studying the source material and interviewing process performers in assessment sessions. The collected evidence is then analyzed by the assessors mapping the data to the indicators of the process assessment model. This is explicitly documented by stating the consolidated observations and briefly indicating the level of achievement of the indicators in order to facilitate later on the rating for the process attributes. The observations are then validated by representatives of the organization during a feedback session in order to ensure that they accurately represent the assessed process(es). In addition, the assessors validate them in order to ensure their objectivity, consistency and sufficiency with respect to the scope of the assessment. Then, the capability of each process is rated unanimously by the assessors resulting in the definition of a set of assessed process profiles based on the validated evidence. By comparing the assessed process profiles to the target profiles and considering the results of the contextualization phase, strengths, weaknesses are identified. In addition, potential risks and improvement suggestions are identified by analyzing the gaps between the target and the assessed process profiles. The assessment report records the findings and process ratings and profiles in a detailed manner and is presented to the SPI stakeholders. It gives precise input for improvement actions.

Monitoring and control: All activities during the assessment are monitored and controlled with respect to the assessment plan. If necessary, corrective actions are initiated and the plan is updated accordingly.

Post-mortem: Once the assessment is finished, the assessors hold a brief post-mortem session in order to discuss the performance of the assessment as a basis for the continuous improvement of the assessment method. Further feedback on the execution of the assessment, its results and benefits is also provided through a questionnaire to be answered by the assessment sponsor.

3 Performing Assessments in Small Software Companies

Focusing on software process improvement in small software companies, we have run eight software process assessments in small companies in Brazil in the context of the project 15504MPE during
2002-2004, and thirteen in small software companies in SataSPIN project in Finland during 1999-2001. The companies varied from recently founded ones (partly associated to incubators) to companies founded 15 years ago, representing different growth stages. Their size varied from 2 to 56 people. One trial was run in a rapidly growing company with about 56 employees at the moment of the assessment, which strictly seen, would be considered a medium organization. However, as the company only recently before the assessment employed several people, the results are still considered relevant. Some of the recently founded companies were very small with only 2 to 5 employees.

Most of the companies developed their own software products. The types of products and services ranged from the development of individual applications, development and/or customization of standard products, or services requiring the development of software systems. Application domains include e.g. commercial and industrial applications, enterprise information systems, distance learning support, logistics and telecommunications. Only two of the companies were primarily subcontractors.

The assessments have been performed in accordance with ISO/IEC 15504 using either the SPINI or MARES method. Summary of the assessments analyzed in this paper is presented in Table 2.

### Table 2. Summary of assessments

<table>
<thead>
<tr>
<th>Process</th>
<th>SataSPIN</th>
<th>15504MPE</th>
<th>TOTAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Companies</td>
<td>8</td>
<td>8</td>
<td>16</td>
</tr>
<tr>
<td>Assessments</td>
<td>13</td>
<td>8</td>
<td>21</td>
</tr>
<tr>
<td>Projects</td>
<td>22</td>
<td>12</td>
<td>34</td>
</tr>
<tr>
<td>Participants</td>
<td>61</td>
<td>37</td>
<td>98</td>
</tr>
<tr>
<td>Process instances</td>
<td>77</td>
<td>27</td>
<td>104</td>
</tr>
</tbody>
</table>

Due to the time frame in which the assessments took place, different versions of 15504-5 have been used (ISO/IEC TR 15504-5:1999 and ISO/IEC CD 15504-5:2003), as this part of the standard is still under development. In each assessment, different processes have been assessed up to different levels of capability depending on the company’s specific characteristics and goals. Table 3 presents an overview on the number of process instances assessed with respect to the processes of 15504-5.

### Table 3. Overview on the number of instances assessed per process

<table>
<thead>
<tr>
<th>Process</th>
<th>Version</th>
<th>15504MPE</th>
<th>SataSPIN</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Supply</td>
<td>TR</td>
<td>4</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Supplier Tending</td>
<td>CD</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Contract agreement</td>
<td>CD</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Software release</td>
<td>CD</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Software acceptance support</td>
<td>CD</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Requirement elicitation</td>
<td>TR / CD</td>
<td>2</td>
<td>16</td>
<td>18</td>
</tr>
<tr>
<td>Customer Support</td>
<td>TR / CD</td>
<td>2</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>System requirements analysis and design</td>
<td>TR</td>
<td>0</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Software requirements analysis</td>
<td>TR</td>
<td>0</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td>Software design</td>
<td>TR</td>
<td>0</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Software construction</td>
<td>TR / CD</td>
<td>3</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>Software integration</td>
<td>TR / CD</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Software testing</td>
<td>TR</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>System integration and testing</td>
<td>TR</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Software installation</td>
<td>CD</td>
<td>2</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>System and SW maintenance</td>
<td>TR</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Documentation</td>
<td>TR</td>
<td>0</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Configuration management</td>
<td>TR</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Change request management</td>
<td>CD</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Project management</td>
<td>TR / CD</td>
<td>6</td>
<td>13</td>
<td>19</td>
</tr>
<tr>
<td>Risk management</td>
<td>TR</td>
<td>0</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>
Measurement TR 1 0 1

Here we can observe a strong focus on project management, requirements elicitation and analysis, as well as design. Comparing the processes assessed in both projects, we can observe a stronger focus on the engineering process in SataSPIN, with exception of the software installation process which did not exist in the TR version and was exclusively assessed in the 15504MPE project. Projects also show some emphasis on the supply process, as well as in the case of 15504MPE on the customer support process covering specifically early and final phases of the software process. As typical for companies just starting SPI, most assessments resulted in either capability level 0 or 1 in the first assessment.

We also can observe that only some of the processes identified as high-priority for SPI in the small companies confer to process areas focused, e.g., by the CMM-SW/staged framework on maturity level 2 [12]. Others, such as Supplier Agreement Management, Measurement and Analysis, Process and Product Quality Assurance, and Configuration Management, were not or considered only in one assessment. This may indicate the importance of the flexibility of the assessment method enabling the selection of the processes to be assessed in accordance with the specific characteristics and business goals of an organization.

Effects of the assessments on software process improvement

In general, all participating companies considered the assessment as very beneficial and have already begun to implement improvement actions. Based on surveys after the assessments, the companies agreed on that the assessment contributed to a better understanding of their software process. As result of the assessment, strengths and weaknesses were identified that only partially had been recognized before the assessment, and which were confirmed by the companies. Especially, the explicit indication of improvement suggestions was considered helpful.

The key business benefits of SPI were reported to be: 1) Improved control of outcomes, 2) Development of knowledge and skills, and 3) Improved manageability of the operations [16].

However, an interesting tendency, we observed, is that the very small companies with less than 5 employees (including in some cases only 1 or 2 full-time employees), and which had only been recently founded, started improvement actions (e.g., developed tools), but did not effectively established them, as they considered them only to be useful once the size of the company increases.

Methods were created as a part of national projects to support SPI and are therefore intended to be used in a larger framework. Both methods are similar in their assessment approach and produce the desired outcomes. Methods can be developed further by integrating the experiences gathered during their use. The ISO/IEC 15504 can efficiently and effectively be applied also in the context of small companies.

4 Lessons Learned

Our experiences indicate the applicability of the standard ISO/IEC 15504 for software process assessment also in the context of small companies. The process assessment models based on the exemplar process assessment model defined in 15504-5, as well, as the assessment processes were considered adequate providing findings that were confirmed by all participating companies.

Some lessons learned:

- **Flexibility of assessment model** based on a continuous representation has shown to be important in order to support the adaptation to this kind of organization and each company. However, most assessments methods based on continuous models do not yet provide detailed support for the identification of target process profiles and the selection of processes to be investigated in detail.

- **Focus on the principal high-priority processes** in alignment with the company’s business goals, characteristics and resources available for SPI. This is important to keep the assessment focused on the most relevant processes to be targeted for improvement, as well as to keep the assessment cost as low as possible with maximum coverage of relevant processes.
Coverage of the process reference model has shown to be important, especially as in the context of small companies, processes in direct contact with the customer (such as supply, software installation, customer support or change request management) have turned out of high priority.

Data collection based on group interviews has turned out to be another activity critical to the success and costs of an assessment. The interviews were performed in an open style, not using any kind of questionnaire or checklist, based only on an interview plan, which lists all issues to be elicited during the interview. This was considered very adequate enabling a valid data collection, as the companies’ representatives could freely describe how the processes are executed, leaving the mapping to the processes from the process assessment model to the assessors. This was considered especially important, in those cases where we observed a low level of Software Engineering knowledge among the companies’ representatives and, therefore, their incapability to do this kind of mapping on their own.

Identification of risks and improvement opportunities. As the objective of the assessments was on process improvement, we observed that besides the minimum requirements regarding the assessment output, principally including the process profiles, it is necessary to point out also the principal strengths and weaknesses related to the assessed processes, as well, as risks and improvement suggestions in order to provide initial support for the planning of improvement actions.

Availability of documents templates and tool support. Based on our experiences, the assessment effort can be considerable reduced when templates for the documents to be produced during an assessment are available (in the respective native language, if needed). Further cost reduction could be achieved by the usage of tool support for the management of documents during all assessment activities and identified possibilities enabling the partial semi-automatization of the handling of information as a basis for the creation of initial versions of some documents to be produced.

Overall, systematic process assessments support management of small software companies and provide valuable information for their process improvement. As small software organizations are in the beginning depending on external support for SPI, the main issue is to convince them on the expected business benefits.
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Abstract
In this paper we discuss the impact of software developer motivation on projects. Motivation has been reported to be an important determinant of productivity and quality of work in many industries. In this paper we explore specifically how motivation impacts on development work in software engineering. We describe work previously done to suggest that software developers may have a different profile of motivators to other professionals. We present data collected from 9 developers working in a software organisation that has been assessed at CMM level 5. We find that the developers working in this high maturity development environment are highly motivated. We also report relationships between motivation and progress in development work and describe the impact of motivating factors on specific aspects of software development. Our main conclusion is that good software developers are proactive, flexible and adaptable, prepared to share knowledge with team and follow good practice by, for example, documenting work. Also, and in particular reference to this high maturity company, good software developers are able to resolve complex problems, innovative and eager to try new technology. The biggest motivators to such performance in a high maturity organisation are pay and benefits, recognition and opportunities for achievement. These are closely followed by technically challenging work, job security and senior management support. Cost, time, product quality – in terms of reliability – and user satisfaction are all moderately good indicators of project success. User satisfaction, however, is the best indicator of all four as its importance assumes a temporal significance as a project progresses. Finally, we found that technical competency, interpersonal skills and adherence to good practices impact very favourably on software project success.

Keywords: Motivation, Performance, Project Outcomes, Software Developer

1 Introduction
In this paper, we present results from a study of a high maturity software development operation in the UK. In the study, we attempt to synthesise the relationship between the impact of software developer motivation on good software performance and the resultant impact of good developer performance on software project success.

We argue that despite the overwhelming evidence of the impact of human factors on software project success [Hall and Wilson 1997, Wilson and Hall 1998, Willson et al 2000], the software industry tends to favour a techno-centric approach to improvement [McDermitt and Bennett 1999]. This is manifest by the variety of new development methods, tools and techniques that continue to fill the literature. We suggest that many of these new technical developments fail to make it into industrial practice and this has some relation to why the software industry has been slow to improve its overall performance. In this paper we suggest that improved understanding of the dynamic and multifaceted human factors within the software development process will not only improve managers’ capability to design and implement effective development processes, but will also allow new methods and tools to be deployed more successfully. The result will be a software industry with a more mature understanding of the human variables within the development process. One such variable is the motivators to developer performance. We argue that managing these human variables can enable companies to move towards achieving significantly improved development process performance.
Motivators of performance are some of the most important human factors reported in the literature. Studies have shown that motivators, in addition to skills and time, have been important factors in deploying defined software processes [Kaltio and Kinnula 2000]. Indeed, our own studies show that developer motivation is related to successful process improvement [Baddoo and Hall 2002, Baddoo and Hall 2003]. In these studies, we were able to identify specific motivators that led to success in process improvement. We showed that the key motivators of software practitioners are visible support and commitment from senior management and empowerment of practitioners, whereas the key de-motivators were related to constraints on resources and a failure to secure practitioners' buy-in for process initiatives [Baddoo 2001]. We did not, however, specify how these factors directly influenced developer performance and how such performance, in turn, impacted on project success. So in this study, we return to the field to trace the direct relationship between factors that affect individual developer performance and how such performance impacts on project success. To do this, we must also ascertain developers' perception of good performance and good software project. Overall in this study we are attempting to answer the following research questions:

RQ1: What are the characteristics of a good software developer?
RQ2: What motivates good performance in software developers?
RQ3: What are the characteristics of a good software project?
RQ4: How do good software developers impact on the outcome of software projects?

We report on a study that is part of a larger longitudinal study of a CMM level 5 project, which involves analyzing a combination of quantitative and qualitative data. The overall design of our data collection strategy allows us to collect data tracking both technical and human project factors. However, specifically in this study, we collect and analyse qualitative data on human factors and their impact on project success. We use a high maturity company so that we can properly isolate the human factors that influence software development. We assert that high maturity companies would have better technical competence. Therefore, conducting a study like this in a high maturity company can provide a better indicator of what human factors best impact project success. We assert that this is less likely where the company is of a lower maturity and therefore less able to provide evidence of project successes.

The rest of the paper is structured as follows: In Section Two, we provide background to this research. We discuss concepts that underpin the factors that we have explored in the study. In Section Three we present the research methodology. We discuss how the design of the study enables us meet the research objectives and also discuss the data collection and analysis methods used. In Section Four we present analyses of our research results. In Section Five we synthesise the research results in light of the research questions. We conclude this paper in Section Six.

2 Background

2.1 Motivating performance.

In this study we are interested in how good performance is motivated. Therefore we aim to identify factors that underpin good performance. Studies on motivators have tested different motivation theories on groups of software practitioners in a variety of environments. A review of these studies indicates that factors that motivate software developers' performance vary only marginally with respect to social or political environments. However, significant differences exist between what motivates software developers and what motivates other practitioner groups. Many studies done on software developers' motivators show that software developers have a high need for growth and therefore are only truly motivated by factors that are intrinsic to the job that they do [Fitz-Enz, 1978; Maia Toledo and Unger, 1985; Couger, 1988]. This is evidenced by the fact that software developers are highly motivated by the nature of the job itself. Other intrinsic factors that motivate software developers highly are opportunity for advancement and growth [Couger and O'Callaghan, 1994], recognition [Warden and Nicholson, 1995], increased responsibility [Couger and Adelsberger, 1988] senior management support [Mellis, 1998, Willis et al., 1998, Diaz and Sligo 1997, Ahuja 1999 and Pitterman 2000].

2.2 Developer Performance

We suggest that a skilled team is a base for projects' success. In fact, Boehm [1988] found out that there are great differences in productivity and error rates between the most and least productive software developers.
In this work we suggest that if we are able to identify which skills/professional capabilities have the biggest influence on performance, then these can be transferred into software development practice to increase the rate of successes on projects. We suggest that a good way of identifying these skills and professional capabilities is through studying the performance of the most skilled developers. This approach employed by Turley and Bieman [1995] showed that exceptionally well performing software engineers considered themselves to be more proactive with management, more willing to exhibit and articulate strong convictions, more able to maintain a “big picture”, better at mastering skills and techniques and better at helping others than non-exceptionally performing engineers.

2.3 Project Outcome

The most widely cited general definition of project success is a project completed on time, within budget, and meeting customer requirements [Jones, 1995, Baccarini, 1999 and Linberg, 1999]. In this study, we are planning to verify if practitioners’ perception of project success corresponds with this wide definition. According to Procaccino et al [2005], factors that contribute to practitioners’ perception of project success are at the same time aspects of their job that they most value and take the most pleasure in. In this work, we are trying to identify the specifics of these factors so that they can be included in management’s motivating strategy.

3 Methodology

In this section we provide an overview of the project in the study, explain the research strategy- based around the concepts of motivation developer performance and project outcomes - as explored in Section Two and expand on the data collection and analysis methods used.

3.1 The project

The findings presented in this paper are from an intensive one-week case study conducted in July 2004. The focus of the case study is a large complex embedded software development project (LEDS), based in a large UK engineering company.

The company considers LEDS to be a prestigious project with a high profile. LEDS has been set up by managers to showcase the high quality work of the company. The project is composed of several disciplines including a hardware team, a requirements modelling team and a software development team. The project is managed by a dedicated project management team.

All members of LEDS’ software development team participated in this study as did representatives from the other disciplines in the project. The software development team were members of the company’s Software Department. The Department was assessed at CMM level 5 in 2004. The processes used by the Department were, therefore, of high maturity.

The LEDS software team were considered the crème de la crème developers. They had been hand picked by the Department’s managers to ensure a high quality outcome to this high profile project.

3.2 Research strategy

In this study we pursue the following research strategy:

\[
\text{MOTIVATION} \rightarrow \text{PERFORMANCE} \rightarrow \text{PROJECT OUTCOMES}
\]

Figure 1. Inputs and outputs of developer performance in a high performance team

Figure 1 shows the three elements of this research and encapsulates what we are trying to cover in this study, which is:

- what motivates software developer performance?
- what is good software developer performance?
how does good software developer performance impact on software project outcomes?
what are the indicators of software project success?

Clearly there are other elements of performance that could be explored (for example team dynamics) however these are outside the scope of this study.

During the study we spent one week on site and administered a questionnaire, see http://homepages.feis.herts.ac.uk/~comqnb/index.html, to 9 team members. We did this in addition to conducting other studies as part of the overall larger scale longitudinal study. Questions in the questionnaire were informed by literature accounts of motivation, performance and project outcomes as discussed in Section 2. These questions were also a representation of some of the responses offered by software developers in earlier one-to-one interviews and focus group discussions that were held as part of the larger scale longitudinal study. By constructing the questionnaire study in this manner we are not only able to validate findings from other data collection exercises, but are also able to confer importance to some issues, dismiss other issues of minor importance and overall identify a fuller range of issues that warrant consideration.

3.3 Questionnaire data collection

Data collection methods significantly influence data analysis processes that can be used in research. As a result, selection of the data collection process needs to be carefully considered since its impact on the rest of the research process is significant. In this particular study we used questionnaires because they are best suited for the nature and type of data that we wished to analyse.

Questionnaires are a more convenient method of collecting primary data than most survey methods. Well-designed questionnaires collect less biased data because the respondent is not influenced by the attitude or opinion of an interviewer or vice versa [Berdie and Anderson, 1974]. Also, administering questionnaires overcomes the inherent problems in replication because all respondents receive the same set of questions.

We use questionnaires to collect developers’ perceptions of good software development, motivators to software performance, project success and the impact of good software performance on project success. Questionnaire responses were measured on a Likert scale [Likert, 1932] of 1 to 7, where 1 indicates strong disagreement with a statement and 7 strong agreement.

3.4 Questionnaire analysis

One of the first ways of organising raw data is to group scores or values into frequencies [Black, 1999]. Frequency analyses are useful for reporting descriptive information from research. Frequency tables are used to report numbers of occurrence of each data variable. These frequencies can then be presented either in tallies or in percentages. Frequencies are useful for comparing and contrasting within groups of variables or across groups of variables.

Frequency analyses can be used for both nominal/ordinal data and also numeric data. Frequency analyses can also be used to conduct elementary statistics on both subjective and objective data. We use frequencies to analyse the perception data collected from the questionnaires. The result of this analysis is presented in Section Four.

4 Results

In this section, we present analysis of the data collected from the questionnaire survey.

4.1 Traits of good developer performance

Table 1: Traits of good developer performance
Table 1: Traits of good developer performance

<table>
<thead>
<tr>
<th>Good developers are:</th>
<th>In general</th>
<th>On my current project</th>
</tr>
</thead>
<tbody>
<tr>
<td>Self-dependent</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>Innovative</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Proactive</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>Driven by the work itself</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Has high technical competence</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>Resolves complex problems</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Has strong knowledge of problem domain</td>
<td>4.5</td>
<td>5.5</td>
</tr>
<tr>
<td>Flexible and adaptable</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>Eager to try new technology</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>Prepared to work long hours</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Communicate well with stakeholders</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>Shares knowledge with the team</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>Adheres to process</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>Fully documents their work</td>
<td>7</td>
<td>5</td>
</tr>
</tbody>
</table>

Median on Likert scale 1-7, N=9

Table 1 shows the results of what developers perceive as the traits of a good software developer. Developers generally agreed that all the traits in Table 1 are characteristics of a good developer. However, there are varying degrees of agreement with respect to particular characteristics. We discuss some of the interesting patterns of responses and their implication below:

Traits of good developers, generally
Developers in our study very strongly agreed that being proactive, flexible and adaptable, fully documenting work and sharing knowledge with the team are the traits of a good developer. Developers also agreed, though less strongly, that self-dependency, innovativeness, high technical competence, resolving complex problems and communicating well with stakeholders are also traits of a good developer. The weakest agreement on traits of a good developer relate to developers who are driven by the work itself, eager to try new technology and adhere to the process. Respondents remained neutral with respect to whether having a strong knowledge of problem domain or being prepared to work long hours are traits of a good developer.

Traits of good developers on current project
Judging their own performance on the current project developers in our study considered themselves to satisfy all the traits presented the questionnaire as traits of a good developer. However, the strength of agreement differs with respect to particular traits, as discussed below.

Developers strongly agree that people working on their current project are innovative, proactive, able to resolve complex problems, eager to try new technology, that they share knowledge with team and adhere to process. However, they agree less with the rest of the traits in relation to their current project team. These are being self-dependent, driven by the work itself and prepared to work long hours, having high technical competence, strong knowledge of problem domain, communicating well with stakeholders and fully documenting their work.

4.2 Motivators of good developer performance
Table 2: Motivators of developers' performance

<table>
<thead>
<tr>
<th>Performance is motivated by...</th>
<th>Generally</th>
<th>My performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technically challenging work</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>Opportunities for achievement</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>Opportunities for promotion</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Pay and benefits</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td>Recognition</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>Increased responsibility</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Technical support / supervision</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Job security</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>Work conditions</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>Senior management support</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>Company policy</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Autonomy</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Sense of ownership</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

Median on Likert scale 1-7, N=9

Selected factors
All factors selected by us as possible motivators were recognised as such by interviewed practitioners. However, the degree of agreement differed with respect to particular factors and also with respect to general and own motivatkm. We discuss the difference below:

The strongest motivators
*Pay and benefits* and *recognition* were prescribed the highest motivational power by our respondents, both generally and considering their own performance. An equally important motivator of their own performance was *opportunity for achievement*; however, it was rated lower as a general motivator. This may suggest that our respondents do not seem to think that other developers are as highly motivated by this factor as they are.

Factors practitioners considered more motivating to them than others developers
*Technically challenging work*, *opportunity for achievement*, *job security* and *senior management support* were all considered quite strong motivators of developers' performance in general. However, developers in this study regarded themselves more motivated by these factors than developers generally.

Factors less motivating to our respondents than to developers in general
Developers perceived *work conditions* as generally quite important for motivating developers' performance, although at the same time they declared this factor to be less important in motivating their performance.

Factors with the lowest motivating impact
*Company policy*, *autonomy*, *sense of ownership*, *technical support/supervision*, *increased responsibility* were perceived by developers in this study as having the lowest motivating influence from the listed provided. There was no difference in our respondents' perception of how these factors motivated them and how they could motivate other developers, generally.

4.3 Indicators of project performance
Table 3: Indicators of project performance

<table>
<thead>
<tr>
<th>In general... is a good indicator of how well the project is performing</th>
<th>During Development</th>
<th>At the end of a project</th>
<th>1 year after project completion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost</td>
<td>4</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>Time</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Fault rate</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>User satisfaction</td>
<td>5</td>
<td>6</td>
<td>7</td>
</tr>
</tbody>
</table>

Median on Likert scale 1-7, N=9

Developers agree that all factors provided were good indicators of project performance, at some stage of the project. Below we discuss different levels of this agreement in respect to particular indicators.

**During development**
Developers agree that *time, fault rate and user satisfaction* are moderately good indicators of the project's performance during this stage. At this stage, however, developers considered *cost* as being neutral to indicating how the project is performing.

**At the end of the project**
Developers strongly agreed that at the time of a project's completion *user satisfaction* is a good indicator of that project's performance. The agreement was slightly less when it came to judging *cost, time and fault rate* at the same stage of project's life cycle.

**1 year after project completion**
The biggest variance in degrees of agreement on what is a good indicator of project performance occurred when developers judged usability of chosen factors to estimate the project's performance a year after its completion. Developers strongly agreed that *user satisfaction* is a good indicator of project performance. They also agreed, although less strongly, that *time and fault rate* is good indicators of project performance. *Cost*, during the project's development, was perceived as a neutral indicator to project success.

**Cost**
According to participants of our study, *cost* is the least reliable indicator of project's performance. Developers remained neutral when judging *cost* as a project indicator during project development and a year after project completion. However, they agreed that it might be a good indicator at the end of the project.

**Time and fault rate**
Developers agreed that in general, *time and fault rate* are quite good indicators of how well the project is performing, at all investigated stages of project's life cycle.

**User satisfaction**
The strength of agreement on *user satisfaction* appears to increase with each stage of project life. Developers agreed that this factor is a good indicator of project performance during development, strongly agreed that it is a good indicator of it at the end of work on the project, finally, very strongly agreed that it is a good indicator of project performance a year after project completion.
4.4 Impact of developers’ traits on project performance

Table 4. Impact of developers’ traits on project performance

<table>
<thead>
<tr>
<th>Developers traits</th>
<th>Reduce costs</th>
<th>Reduce effort</th>
<th>Reduce faults</th>
<th>Improve customer satisfaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Self-dependent</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Innovative</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Proactive</td>
<td>6</td>
<td>5</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Driven by the work itself</td>
<td>5</td>
<td>4</td>
<td>4.5</td>
<td>4</td>
</tr>
<tr>
<td>Has high technical competence</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Resolves complex problems</td>
<td>5</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Has strong knowledge of problem domain</td>
<td>6</td>
<td>6</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>Flexible and adaptable</td>
<td>5.5</td>
<td>5</td>
<td>5</td>
<td>5.5</td>
</tr>
<tr>
<td>Eager to try new technology</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Prepared to work long hours</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Communicate well with stakeholders</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>6.5</td>
</tr>
<tr>
<td>Shares knowledge with the team</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Adheres to process</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>Fully documents their work</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
</tbody>
</table>

Median on Likert scale 1-7, N=9

Table four shows perceived impact of developers’ traits on project performance. In most cases, this impact was judged as positive, only rarely neutral and just once negative. We discuss the results below:

Impact of developers’ traits on reducing cost
Participants of our study strongly agreed that being proactive, having high technical competence, strong knowledge of problem domain, sharing knowledge with the team and fully documenting work have the ability to reduce cost of the project. This agreement was slightly weaker for traits such as: self-dependency, ability to resolve complex problems and communicating well with stakeholders, being driven by the work itself, being flexible and adaptable and innovative. Influence of eagerness to try new technology, adhering to the process and being prepared to work long hours was judged as neutral to reducing cost of the project.

Impact of developers’ traits on reducing effort
Developers strongly agreed that traits such as high technical competence, resolving complex problems, having strong knowledge of problem domain, sharing knowledge with the team and fully documenting work reduce effort of working on the project. Being proactive, flexible and adaptable, adhering to the process and communicating well with the stakeholders was considered slightly less important in this area. Impact of eagerness to try new technology, self-dependence, being driven by the work itself and being innovative on reducing effort was judged as neutral. However, quite understandably, participants disagreed that being prepared to work long hours reduces effort on the project.

Impact of developers’ traits on reducing faults
Developers strongly agree, that developers that are proactive, have high technical competence, resolve complex problems, share knowledge with the team, adhere to the process and fully document their work help to reduce faults in developed project. Also, though slightly less so, are developers who have strong knowledge of problem domain, are flexible and adaptable, communicate well with stakeholders and are driven by the work itself. Practitioners neither agreed nor disagreed that being self-dependent, eager to try new technology and innovative reduces faults of
the project. They also strongly disagreed that being prepared to work long hours could reduce faults of the developed project.

Developers’ traits and improving customer satisfaction
Being proactive, having high technical competence and strong knowledge of problem domain, resolving complex problems, communicating well with stakeholders and fully documenting work were strongly regarded as having positive influence on improving customers satisfaction. With a slightly smaller confidence the same ability was prescribed to adhering to the process, being flexible and adaptable and being innovative. Developers were neutral in judging the influence of self-dependency, being driven by the work itself and eager to try new technology on improving customer satisfaction. Finally, again they rejected the possibility that being prepared to work long hours can have a beneficial influence on project performance.

The most important traits for all investigated aspects of performance
Developers strongly agree that characteristics such as high technical competence, sharing knowledge with the team, fully documenting work, strong knowledge of problem domain, resolving complex problems and being proactive reduce time, cost, effort and improve customer satisfaction. Although ability to communicate well with stakeholders is not in this group it seems interesting to mention that the agreement between participants of our study that this trait can improve customer satisfaction was the strongest among the set of scores for this question.

Developers’ traits with the lowest importance to project performance
Developers remained neutral in their estimations of the impact on the project that such characteristics as being self-dependent, driven by the work itself or eager to try new technology might have. With the exception of a minor perception that self-dependency and being driven by the work itself can reduce costs, these traits are, according to our respondents, of no significance to project performance. Being prepared to work long hours was the only trait in the list that was considered to have a negative influence on project performance, namely on reducing effort, faults and improving customer satisfaction.

Most diverse estimates of importance
Adherence to the process was perceived to have the most diverse influence on project performance among all the investigated traits. It was perceived neutral to reducing costs, reasonably important for reducing effort and improving customer satisfaction, finally very important for reducing faults of the product. This variation suggests a broad knowledge of advantages and disadvantages of process application, which might be a result of some sort of training related to maturity level.

5 Discussion
In this section, we present a summary of the findings and show how the findings answer the research question.

5.1 What are the characteristics of a good software developer?
Good software developers are seen as proactive, flexible and adaptable, prepared to share knowledge with team and ones who follow good practice by documenting work. In this particular high maturity company, a good software developer was one who was able to resolve complex problems, innovative and eager to try new technology.

5.2 What motivates good performance in software developers?
Most of the traditional motivators of software developers, i.e. the intrinsic factors, are confirmed in this study. So that it is not surprising to find that opportunities for achievement, technically challenging work and recognition are reported as strong motivators of developer performance. However, what is surprising is the predominance of some extrinsic factors like pay and benefits and job security, whilst some core intrinsic factors like autonomy, sense of ownership and increased responsibility are underplayed. Equally surprising is the finding that suggests that software developers on this project are not sufficiently driven by the work itself.

Also, the less than high rating for self-dependency could indicate collectivism. It may suggest that this particular group of respondents are team-orientated, and as such this is reflected in the strong emphasis the put on sharing
knowledge. It may also indicate a fundamental characteristic of a high maturity company. We infer from this finding that software developers’ need for social interaction, at least within the work context, may be changing as software developers increasing understand the need to work with others.

We suggest that these accounts may represent a small shift in the perception of software developers as to what motivates them most, but also may hint at differing motivation profiles of software developers at a time when the software industry is under some strain to prove itself. Needless to say, these are interesting observations that open up opportunities for further studies.

5.3 What are the characteristics of a good software project?

The traditional measures of cost, time and quality are guardedly endorsed as indicators of project success. This is a surprising finding because we expected an overwhelming endorsement of these factors as indicated by the literature. However, it may appear that in a high maturity organisation, these factors play a less important role in determining project success than previously assumed. User satisfaction, however, takes on a significant role as a measure of project success. Its importance as an indicator of project success, post project completion, is absolute. This particular finding is vital to our research because it indicates that there are factors that could be considered relevant indicators to project success that have not been properly explored, yet. In the wider scheme of our overall research, we are turning our attention to addressing some of these factors.

5.4 How do good software developers impact on the outcome of software projects?

High technical competence, strong knowledge of problem domain and ability to resolve complex problems impact positively on all four indicators of project success. With the exception of strong knowledge of problem area, these characteristics are also highly rated as traits of a good software developer.

Other personal characteristics like being proactive and sharing knowledge with team, impacts favourably across all four indicators of project performance. Developers indicate that the ability to communicate well with developers significantly improves customer satisfaction. Also, adherence to good processes, especially in the form of documenting work, is perceived to impact positively across all four indicators, although a carte blanche adherence, per se, is only judged to have a strong positive impact on fault reduction.

Overall, with the exception of strong knowledge of problem area, the above characteristics are also highly rated as traits of a good software developer. Which strongly leads one to conclude that generally, the traits of good software developers as presented by developers in this maturity company are also the traits that impact positively on software project outcomes.

We are aware that because the findings presented above have been surmised from data collected from 9 developers questions may arise concerning the validity of this data. However, we would like to emphasize that this study forms part of a larger study of this particular high maturity organization and most of the findings presented here have been supported by findings from supplementary studies carried out using focus group and one-to-one interviews.

6 Conclusions

In general, good software developers are seen as proactive, flexible and adaptable, prepared to share knowledge with team and follow good practice by documenting work. In this particular high maturity company, a good software developer was one who was able to resolve complex problems, innovative and eager to try new technology.

The biggest motivators to good performance in a high maturity organisation are pay and benefits, recognition and opportunities for achievement. These are closely followed technically challenging work, job security and senior management support. The role of pay and benefits as a strong motivator for good performance could be a reflection of the current economic environment and the state of the computer industry as a whole. This observation is refreshingly new and requires further investigation, as hygiene factors like pay and benefits have never really featured significantly in software developers’ motivators.
Cost, time, product quality – in terms of reliability – and user satisfaction are all moderately good indicators of project success. User satisfaction, however, is a best indicator of all four as its importance assumes a temporal significance as a project progresses.

Technical competency, interpersonal skills and adherence to good practices impacts very favourably on software project success.

Finally, in light of the current trend towards agile software development, it would be useful to compare findings from this study to a similar study carried out in an agile environment. This forms the basis of a current proposal for which we are in the process of eliciting funding.
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Abstract

Global market expansion creates new opportunities for cutting costs, gaining extra knowledge and resources, and speeding product time-to-market. Nevertheless, global software development projects become the source of hidden risks and new challenges. This paper offers an overview of a research on software development, involving multiple geographically distributed parties. The paper focuses on a problem of Knowledge Management in an environment, where the question of knowledge distribution between the remote partners becomes a challenge. The proposed distributed project framework describes the Knowledge Management as a component of one of the software development project process areas and characterizes it considering global appearance.
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1 Introduction

In the era of global marketplace distributed software development has already became a well-founded trend for companies who are searching to cut costs, gain extra knowledge and resources and speed product time-to-market. The new trend has numerous names, in particular, software development outsourcing, global software development, multi-site development, software development in distributed environment. All these concepts consider software development by geographically distributed teams.

While global software development seems to be a significant way to gain benefits, it also raises new challenges and risks, by this opening a wide area for research. Jae-Nam Lee notes that information technology outsourcing has long played an important role in the field, yet outsourcing trends are little understood [3]. People and process geographical distribution puts new demands on project coordination and management approaches due to global risks, such as troubled communication, lack of trust and teamness, lack of personal contact, time zone differences, cultural and organizational differences, etc.. To overcome the problem of distance in GSD, various managers are experimenting and quickly adjusting their tactical approaches [1]. Despite its popularity, no research could determine the exact recipe for effective outsourcing performance [4]. According to Jae-Nam Lee, strategic view focuses on competitive advantage, without considering how relationships between an organization and its external environment are managed [3].

Considering global distribution and lack of experience in distributed environment, the authors emphasize the importance of knowledge management across the borders. While companies get involved in global projects and then separate after the product is delivered, knowledge and experience have to be somehow accumulated for further projects. Where and how to do it? What are the components of knowledge management in distributed environment? These are the question to be answered.
Experience Session 5: Knowledge & People

The background of this research is a survey on global software development process improvement in a software development company in Latvia. The research focuses on the software development project peculiarities brought by distance and aims to develop a framework for better performance.

The paper is organized as follows. The next chapter gives an overview of the entire research on distributed software development, including the framework for global software development. Then the concept of knowledge management in a distributed environment is described. The following chapter describes a case study of knowledge management system implementation in a distributed project involving partners from Latvia and the UK. Finally, conclusions and further research plans are given.

2 Research Overview

2.1 Research approach

The aim of the research is to develop a framework for global projects, which could identify specific risks of distributed software development and accumulate practices to address these risks. The authors work in an R&D institute for the biggest SD company in Latvia, which is participating in global software development market since early 90s. This company is used as the research case study.

The research can be divided into several steps.

2. Global project risk analysis – aims to clarify major global risks, their magnitude and frequency of occurrence by interviewing experienced project managers [7]. Actual since October 2004.
3. Framework development – aims to build a framework for distributed project management in order to improve software processes addressing global specifics. Actual since April 2005.

The question of knowledge management in distributed environment discussed in this paper is explored by means of interviews with the software development collaboration stakeholders from the supplier company. The next chapter describes the model for distributed projects in detail.

2.2 Building a Framework for Distributed Projects

The main objective of the research is to organize all specific practices for distributed software development in a special framework. The following figure shows the basic structure of the framework.
Figure 1: Framework for distributed software development projects

The framework offers three dimensions – organization dimension, project dimension, and global risk management dimension.

A distinguish element for distributed projects is that there are several organizations involved in a global project. Accordingly, process areas are defined and project resources are provided jointly by organizations, involved in the global project. The framework will specify guidelines for organizational changes in order to support global projects effectively.

Project dimension combines project resources provided by organization(s), process areas that are defined for the project and project results that are delivered during the project. The framework will use CMMI process areas as a basis for process observation and improvement. Influenced by global factors project management will use the framework for global risk identification and will be thereafter improved by using global practices. Noteworthy is the fact, that project improvements are meaningless without organizational change necessary for software development globalization.

The framework for distributed software development projects will be represented by a defined set of global risks that are caused by global factors and a set of practices that are derived from the research. The model aims to clarify how geographical distribution, cultural differences, time zone differences and other specific factors met in the global projects influence project and organization dimensions. Adequate practices can be derived by developing a set of specific factors and a set of risks caused by these factors.

\[
\text{Global Factors} = \bigcup_{i=1}^{I} f_i; \quad \text{Global Risks} = \bigcup_{i=1}^{M} r_i; \quad \text{Global Practices} = \bigcup_{i=1}^{N} p_i.
\]

One of the most important components, that help to provide effective software process improvement, is knowledge management. The authors propose to add this component to the Process Area component. The further chapters will describe Knowledge Management in Distributed Environment and emphasize the major challenges.

3 Knowledge Management in Distributed Environment

3.1 Why Knowledge Management Is Important?

According to GartnerGroup definition Knowledge Management is a discipline that promotes a collaborative and integrated approach to the creation, capture, organization, access and use of an enterprise’s information assets. This includes databases, documents and, most importantly, the un-captured, tacit expertise and experience of individual workers [2]. India Infoline [5] derives the following value chain in order to emphasize the importance of knowledge share: DATA → INFORMATION → KNOWLEDGE → WISDOM → VALUE.

Ignoring the process of knowledge management, organization precludes effective software process improvement. Nevertheless, data gathering, information transformation into knowledge, providing organization with wisdom and value in global software development projects is troubled due to process and resource distribution. This establishes a very specific environment where knowledge management becomes a challenge.

3.2 Knowledge Management in Distributed Projects

Knowledge Management cannot be found in the list of CMMI Process Areas as an independent item. Nevertheless, Knowledge Management supports various project processes as Project Monitoring and
Control, Measurement and Analysis, Organizational Process Focus, Organizational Process Definition, Organizational Training, Risk Management, Decision Analysis and Resolution, Organizational Process Performance, Organizational Innovation and Deployment, Causal Analysis and Resolution (CMMI Process Areas [8]). It is a supportive process on the way of software process improvement and therefore has to be paid adequate attention.

Distributed project model describes Knowledge Management as one of Process Area components (see Figure 2).

Figure 2: Knowledge Management as a Process Area component

Knowledge Management has several properties specific for software development projects in distributed environment (see Table 2).

Table 1: Knowledge Management Properties

<table>
<thead>
<tr>
<th>KM Property</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knowledge Layers</td>
<td>Describes the engaging entity and supplier entities’ knowledge layers</td>
</tr>
<tr>
<td>Knowledge Items</td>
<td>Defines specific knowledge items and their adding value for each layer</td>
</tr>
<tr>
<td>Data Sources</td>
<td>Clarifies the allocation of each data source for knowledge accumulation</td>
</tr>
<tr>
<td>Knowledge Accessibility</td>
<td>Defines access level to knowledge items for each involved party</td>
</tr>
<tr>
<td>Knowledge Allocation</td>
<td>Describes how to share knowledge after the end of the project</td>
</tr>
</tbody>
</table>

These properties characterize knowledge management as a process of global project influenced by geographical distribution, and show the necessity of adequate definition for knowledge items between the involved parties.

3.3 Knowledge Layers in Distributed Environment

The way of developing software, involving geographically distributed teams, transforms the common way of things. Different teams are put together in a project for a short-term cooperation thereby churning different knowledge, experience and culture. When the project is finished, the overall team falls apart splitting the flow of experience. Hence, knowledge management in distributed environment becomes a challenge.

Considering geographical dispersion and increasing number of the development teams involved in global software development projects, the following two knowledge layers can be derived (see Fig. 3).
The engaging entity in Knowledge Layer #1 is a company, who involves a geographically distributed supplier or suppliers in the software development project. This entity can represent an end customer or a mediating party. Accordingly, the first knowledge layer focuses on the practices used by an engaging entity and aims to answer the question "How to engage and monitor software development suppliers, and control their performance?"

The second knowledge layer accumulates practices used by outsourcing service providers or supplier entities, and aims to answer the question "How to provide software development services for a remote engaging entity and how to collaborate with other possible software development suppliers involved in the distributed project?"

In reality the distributed engagement can be increased by the complexity of each supplier entity. Suppliers are frequently searching for or extra resources, knowledge or ways of cutting cost elsewhere by engaging subcontractors. As a result these suppliers become engaging entities for those who work in the subsidiary. Hence knowledge layers become shared (see Figure 4).

Defining knowledge layers helps to structure knowledge assets, sources for data gathering, and necessary measurements.

### Challenges in Knowledge Management in Distributed Projects

Due to geographical distance and multiple team distribution, knowledge management appears to be not a trivial thing. The authors recommend to pay careful attention for planning knowledge management in a distributed project by answering the following questions:

- What are the purposes of knowledge management in the distributed project?
- What are the parties interested in knowledge accumulation?
Which are the knowledge assets to be accumulated?
Which party is interested in each knowledge assets?
How can these knowledge assets add value to each involved party?
How can the necessary data be gathered across the borders?
Who will have access to each knowledge asset?
How will the knowledge be shared between the involved parties after the end of the project?

The answers help to evaluate each property of Knowledge Management component in distributed project model and settle the ground for further knowledge collection and share.

3.5 Knowledge Management Success Factors

This chapter describes an overview of Knowledge Management success factors, derived from a case study. SD Company mentioned above works with various customers and collaboration partners in the EU and Scandinavia, providing software development services. The Company participated in various middle and large distributed projects, in some cases having a geographically distributed mediating party and a customer, and in some cases involving additional subcontractors too.

Performing the interviews with project managers, the authors mapped Knowledge Management objectives on the Company's existing experience. Considering Knowledge Management System (KMS) implementation, the following list of success factors was derived (see Table 2).

Table 2: Project success factors

<table>
<thead>
<tr>
<th>Success Factor</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>KMS should integrate with existing business support applications</td>
<td>In order to successfully implement the Knowledge Management system, it should be integrated with the existing business support applications. Moreover, the KM system should follow determined guidelines in order to comply with the future business applications. E.g. i) asset management; ii) human resource management; iii) research; iv) product development, etc.</td>
</tr>
<tr>
<td>KMS should be built on a messaging infrastructure</td>
<td>Knowledge Management system might gain the superior usability in the company just in case it will be seamlessly integrated with the existing collaboration tools. Existing messaging infrastructure might be the best solution to start with.</td>
</tr>
<tr>
<td>KMS should support multiple partners types</td>
<td>In order to achieve the best results, the information should be exchangeable between the wide range of applications and partners. The major Knowledge management functions should be available via the web, hence being fully independent from the platform and operating system.</td>
</tr>
<tr>
<td>KMS should scale from team to enterprise</td>
<td>The functionality of the KM system should be the same for different sizes of the user groups. The architecture of the KMS should be designed in a manner, allowing to increase the amount of users up to several thousands or more. The open architectures and standards should be used as much as possible.</td>
</tr>
<tr>
<td>KMS should support disconnected use</td>
<td>By keeping in mind the busy people, being most of their time on the way, the off-site KM should be available too. Therefore, the KM system should have functions allowing the employees to use the accumulated knowledge even off-site.</td>
</tr>
</tbody>
</table>
KMS should provide security and roles

One of major issues considering KMS features in distributed environment is security. It is evident, that information should be accessible only by the persons authorised for certain requests considering knowledge layer division. Therefore, several role-based security models should be implemented.

4 Conclusions

Software development process and resource distribution among geographically dispersed participants brings changes in usual software development processes. Distributed projects differ from inland projects and have to be managed adequately. Considering new risks and challenges new practices for software development have to be adjusted.

One of the most important processes on the way to continuous software process improvement is knowledge management. It helps to accumulate project knowledge and turn it into valuable experience shared across the organization. Knowledge Management supports various processes defined by the Capability Maturity Model Integration as Project Monitoring and Control, Measurement and Analysis, Risk Management, Decision Analysis and Resolution, etc. Addressing distributed project specifics, Knowledge Management appears to be a great challenge.

The proposed model for effective distributed project performance improvement characterizes Knowledge Management in distributed environment as follows:

- Knowledge Management is divided between the involved parties and, therefore, has to be decomposed considering two major knowledge layers – engaging entity knowledge layer and supplier entity knowledge layer.

- The following properties shall be defined for Knowledge Management in distributed projects:
  - Knowledge layers for valuable knowledge breakdown between the project participants;
  - Knowledge assets for each project participating party;
  - Data sources and metrics to be accumulated;
  - Knowledge accessibility in order to prevent unauthorized access;
  - Knowledge allocation after the end of the project.

- It's essential to define added value for parties involved in the project, considering knowledge items;

- The following success factors need to be minded during Knowledge Management implementation:
  - Integration with existent business support applications;
  - Ensuring messaging infrastructure;
  - Multiple client type support;
  - Off-line support;
  - Providing security and roles.

The further research steps will aim to analyze other framework components in detail, describing the impact of multi-site development and geographical distribution on a software development project.
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Abstract. Knowledge as a strategic resource and support factor has higher and higher importance in software development processes, and in software process improvement projects. Therefore the conscious management of this resource, and the efficient support of knowledge management processes are vital for organisations. In this paper the possible knowledge related processes and the use of the possible support factors are researched and analysed. As result of the research an integrated model of support factors has been developed.

1 Introduction

In the last years, software process improvement approaches were more and more popular and both managers and users recognize its necessity for success in software development organisations. These organisations require the development of the software processes, and there is a strong faith in the success of these projects.

The goal of software process improvement projects is the improvement of the results of processes (product and services), and increased efficiency of processes themselves (Biró and Meszarz, 2000). Software process improvement is based on the TQM approach (Total Quality Management; summary: Sila and Ebrahimpour, 2002), that is the philosophy of continuous improvement and development. Among the improvement approaches, the most popular are the process-oriented quality based ISO9001, the CMM (Capability Maturity Model; Palk et al, 1993) that evaluates process maturity, or Bootstrap (Messnarz et al, 1994; Kuvaja et al, 1994). The SPICE (Software Process Improvement and Capability Determination; Dorling, 1993) evaluation approach combines several methodologies since 1998 as ISO-15504 Standard. Process capability is the property of processes, by what these processes are able to reach previously defined goals (Siakas and Georgiadou, 1999). These models examine the controllability, manageability and processes, and service providing.

Another approach that has important role in software processes is knowledge management. Since the mid-1990s it became more and more popular among both practitioners and researchers. The first knowledge management projects explored the tools and possibilities of information technology, and due to the fast development of technological solutions, the idea and practice of knowledge management have spread quickly. However, knowledge management is not only a simple information management topic, but the researchers of other disciplines (general management, organisational theories, strategic management, human resources management, sociology, psychology, philosophy, etc.) are working in this area, and enriching this area with new and different ideas, approaches and interpretations. Therefore knowledge management is a frontier between different scientific areas.

In this paper, the role of knowledge management and knowledge processes are examined in software development companies, and in software improvement processes. The goal of this research is to explore this demanded and only partly explored area: What kind of tools, solutions are able to support knowledge management activities in order to increase efficiency? Further goal of this research is to identify the supportive factors of knowledge management, and to set the conditions of their usage.

2 Research methodology

The targeted research area of this research is the behaviour of software development companies. Software development requires knowledge that embeds in products (software), and knowledge that describe organisational processes. In this case the area of activity by itself justifies the requirement of conscious management of knowledge. The processes and tasks of this industry are knowledge-intensive, because of the following conditions (Starbuck, 1992; Sveiby, 1992; Apostolou-Mentzas, 1999):
Organisational value-creating processes are not able to be fully standardised: although software development processes could be standardised at high level by methodologies (feasibility study, planning, physical/logical modelling, programming, testing, etc.), but in each task creativity and adaptation is required.

Activities require high-level of group-work, cooperation is required, that are performed in projects;

Employees are well-trained, creative. Quality of products and services are determined by the capabilities of employees.

In the research 72 cases – software development organisations – were examined. The source of the cases is the European Software Process Improvement database, in which the researched cases were identified. The research is focusing on knowledge management solutions in software development processes, that are based on the own reports of the organisations. The deep, detailed description provided the possibility of examining relationships, that could be ignored by using only statistical analysis. Through quantification of cases, statistical analyses were also possible. Because of the immature nature of the researched area, the research is explorative, therefore self-feedback of findings continuously refines the research questions.

3 Research model of KM supporters

Based on the literature review of existing holistic models of knowledge management, a research model has been developed, that is the collection of research expectations. By accepting the necessity of system thinking approach (Rubenstein-Montano et al, 2001), the model contains the role of organisational strategy in order to provide wider context of interpretation. In the organisational strategy – based on the knowledge-based theory of the firm – there is an important role of managing, handling of organisational knowledge, as strategic resource, that is the basis of competitive advantage (Grant, 1996). Sub-strategies of organisations (e.g. HRM strategy, IT strategy), that support organisational goals, can determine the conditions of knowledge management processes. The connection between organisational strategy and knowledge management processes is provided by knowledge management strategy: it supports organisational goals, and define knowledge management processes and supporters. Knowledge management strategies are vital of successful knowledge management practices.

For successful competition, based on the knowledge assets of an organisation, the conscious management of this strategic resource is required. Knowledge management strategy of organisations defines the utilisation of knowledge required for supporting and accomplishing organisational strategy. It includes the goals of knowledge management together with the tools, methods and approaches to accomplish it.

Developing knowledge management practice of an organisation can be based on either the threats of external factors (increasing competition, better practice of competitors, etc.) that pressure the behaviour of the organisation or internal initiatives that provides opportunities to be the best in the market, or to prepare proactively for future threats. Knowledge management strategy consists of either external factors or the internal possibilities of organisations (Zack, 2000). Nonaka and Toyama (2003) argue that a knowledge management strategy is the reflection for the internal possibilities and external position of an organisation.

Knowledge management processes can characterised by their purpose: evaluating and mapping knowledge assets, knowledge leverage (sharing, transfer and use) or developing knowledge (creating new knowledge and organisational learning).

Knowledge management strategies can be developed based on different approaches: existing knowledge of organisation can be exploited or new knowledge can be acquired and developed (von Krogh et al, 1994); personalisation or codification (Hansen et al, 1999); conservative or aggressive strategies (Zack, 1999). Independently of the used approach, knowledge management strategy of an organisation has to appear in organisational and technical architecture.

Technological solutions provide the possibility of effective management of codified (store, process, transfer) knowledge. Information and communication technologies (ICT) decrease the barriers of knowledge sharing and transfer. Although IT solutions (knowledge management support systems - KMSS) have a key role of supporting KM practices, management understanding of their possibilities and limits is also required. There are several possibilities to support KM processes: creating knowledge by data-mining systems; discovering knowledge by intelligent agents; supporting cooperation, coordination and communication; using knowledge repositories or applying expert systems (Lawton, 2001).

The several possible supportive factors of organisational solutions are widely discussed in the general management, and KM literature. Researches presented, that even each of the general management factors can have affect to KM practices: Organisational structure can be a barrier of effective use of KM efforts, therefore conscious reorganisation, new structures and new roles are required (Spender, 1996). Human resource management activities have to face the more important selection of valuable and appropriate employees, the different motivation factors of knowledge workers, and also the increased requirements of the management. The supportive culture can have the highest impact on KM, which is mostly based on trust, and heavily emphasised by leadership styles.
In order to measure the effectiveness of any practice or process, a well defined measurement system is required, with feedback possibilities (Ahmed et al., 1999). Measurement can include the monitoring of performance indicator, analysis of process effectiveness, questioning workers in the KM system.

The research model is used as a basis, as a basic expectation of useable knowledge management supporters. During research, this model was extended (Figure 1).

4 Research and findings

Role of knowledge in software development organisations

Among the formally determined goals of the researched organisations to improve their software development processes (that is highly depends on the knowledge of the organisations), clearly defined approach for knowledge management is rare, but in several cases in several cases, the general definition of the improvement activities (quality improvement, process development, keeping the deadlines, clients’ satisfaction) covers development, introduction or execution of knowledge related activities. These projects attempt to achieve a higher level of some maturity model (CMM, Bootstrap), and the required changes were executed based on this approach.

By now, knowledge management is considered to be essential part of software process improvement models (Meehan and Richardson, 2002). Process improvement approaches emphasise well-defined and standardised use of processes, which requires the disposability of the required knowledge. In process improvement models, the demand for knowledge sharing is also important, in order the decrease the dependency on employees who are single owners of critical knowledge, therefore knowledge management have vital, either direct or indirect role in software process improvement projects (Meehan and Richardson, 2002).

Related to the management goals of knowledge, in the case of the researched organisations, six kind of activities can be distinguished (Table 1): Bigger part of these activities concentrates to knowledge transfer, and the remaining concentrates to creating new or developing existing knowledge. Organisations and projects attempted to achieve several knowledge related goals simultaneously, and neither of the knowledge related project goals can exclude other project goals. “Sharing and reusing existing experiences” and “Developing and creating knowledge about processes” correlates negatively (-0.358), although in 10% of the cases these two activities are performed simultaneously. Most popular project goals are sharing and reusing experience and process knowledge.

<table>
<thead>
<tr>
<th>Knowledge activities</th>
<th>Rate of companies</th>
<th>Explanation, examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transferring and leveraging existing knowledge</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sharing and reusing existing experience</td>
<td>65.3 %</td>
<td>Recording, processing of personal and organisational experience, arisen in any software development project, for future sharing and reuse. Example: AMN company the AMN company stores and makes the employees’ experiences obtained from the different projects available via an Internet-based portal, which is easily accessible and utilisable for the employees working in different geographical locations.</td>
</tr>
<tr>
<td>Sharing and using of knowledge arisen in processes (Knowledge in processes)</td>
<td>40.3 %</td>
<td>Collection of information and knowledge required for tasks within one project instead of the general project experiences. Example: At MED experiences are documented, which arise in the certain phases of the development activity to make them be available for the execution of the connecting tasks.</td>
</tr>
<tr>
<td>Sharing knowledge about processes (Process knowledge)</td>
<td>31.9 %</td>
<td>Definition of standardised, best practice processes, giving access to these definitions and transferring this knowledge to the employees. Example: In favour of making all employees work with the expected effectiveness, MOC company centred on that during the detail trainings everybody could acquire and utilise the processes. This knowledge hence helps to increase and maintain the effectiveness of the processes and the ensuring the quality of the products.</td>
</tr>
<tr>
<td>Extracting and sharing customer knowledge</td>
<td>18.1 %</td>
<td>Extract, store and communicate information and knowledge about customers and customer requirements to the developers during the development process. Example: In order to meet the demands of its customers better, the CCL company attempted to develop the communication with the clients and store the knowledge about the clients (expectations).</td>
</tr>
</tbody>
</table>

Creating and developing knowledge
Knowledge management strategies

The strategic approach, which is widely concerned in the knowledge management literature, is the question of choosing between the codification and personalisation strategies, i.e. the choice between technological and organisational solutions (Hansen et al., 1999).

In the case if software development organisations, knowledge and internal support of technological solutions can be considered as given: employees do not feel aversion to apply IT solutions, use of PC can be considered as evident and even managers do not feel aversion for development and use the technological solutions for internal purposes. It is a question of the research, whether these organisations are able to use non-technical solutions in order to provide the efficiency of their processes?

Various solutions of the codification approach were used in 78,3% of the organisation, and in further 15,9% of the companies applied technological solutions to supplement other approaches. Based on these results, most of the examined organisations attempted to codify their knowledge and support it by technological solutions, according to their field of activity. This approach emphasizes the object character of knowledge, and it attempts to manage explicit knowledge. In the process of knowledge storing, knowledge is detached from persons, and it becomes available for everybody. This approach facilitates the transfer and sharing knowledge via IT solutions.

The personalisation approach – which is the emphasised usage of organisational solutions –, is considerably wide-spread, although the rate of use of personalisation solutions does not achieve the level of codification approaches. At more than half of the examined companies (50,7%) the usage of strong personalisation solutions can be found, and there are less intensive, less characteristic personalisation solutions in further 21,7% of the organisations. However, at more than a quarter of the organisations (27,5 %) there is no use of personalisation solutions at all. In the case of personalisation approaches, knowledge is shared through personal interactions, meetings, conversations, in which personal communication, expertise and experience have important role. In these cases, the subjective and personal character of knowledge is dominant, and during personal interaction tacit knowledge can be transferred.

The research of Hansen et al. (1999) among consultancies – that can be considered as one of the most typical knowledge-intensive activities – concludes, that organisations must choose between codification and personalisation approaches, otherwise they endanger their efficiency and successfullness.

Based on the results of the present research, strong use of both personalisation and codification approach is typical at almost a third (30,77%) of the organisation that introduced knowledge management processes successfully. Furthermore almost two-thirds (65,38%) of the successful companies applied some sort of combined approach of personalisation and codification. Applying a successful pure strategy meant typically the codification strategy at almost a third of the successful organisations (30,77 %), while pure personalisation approach can be found only at 2 companies (3,85 %) (Table 2). However the rate of the organisations that use pure personalisation approach is also low (4,33%), and the rate of pure codification strategy is rather high (27,54%) in the whole sample.

Based on the results of this research, the use of pure personalisation of codification knowledge management approaches is not the precondition of successfullness. Furthermore, the compulsory option between the two knowledge management strategic approaches is not required for every knowledge-intensive organisation. This result is confirmed by the opinion of other researchers (Wiig, 1999; Adelmann and Jashapara, 2003), who believe, that the compulsory option is a uniqueness of consultancies. However another research suggests that consultancies moved from the pure strategies towards combined strategies, because of the problems of their traditional approaches (Fehér, 2004). Furthermore even the research experience of Truch and Bridger (2002) can not be justifiable, who conducted their research among non-consultancies, and concluded that the precondition of successfullness is the use of combined strategies.
Based on the results of this research, examined organisations typically attempt to use their existing, internal knowledge, thereby they accomplish conservative strategies. Development and enlargement of knowledge, even significant innovative activities are not prioritised approaches, therefore accomplishing conservative strategies is not typical.

<table>
<thead>
<tr>
<th>Personalisation is not typical</th>
<th>Weak personalisation</th>
<th>Strong personalisation</th>
<th>Totally</th>
</tr>
</thead>
<tbody>
<tr>
<td>Codification is not typical</td>
<td>0%</td>
<td>0%</td>
<td>3.85%</td>
</tr>
<tr>
<td>Weak codification</td>
<td>0%</td>
<td>1.92%</td>
<td>15.38%</td>
</tr>
<tr>
<td>Strong codification</td>
<td>30.77%</td>
<td>17.31%</td>
<td>30.77%</td>
</tr>
<tr>
<td>Total</td>
<td>30.77%</td>
<td>19.23%</td>
<td>50.00%</td>
</tr>
</tbody>
</table>

Table 2: Use of codification and personalization strategies in case of successful activity

**Technological Issues**

Technological supporting tools usually mean the usage of IT solutions, that are exist in almost every organisational process. However, concentrating only on IT solutions would exclude the research of communication tools, such as telephone, mobile phone or videoconference.

Therefore the research was conducted on the field of wide technology (including IT and telecommunication technologies). Technological solutions provide the environment and infrastructure for executing processes. Widely accepted and used technological solutions, like communication devices (telephone, mobile phone, fax), internet access, e-mail are excluded from the analysis. These tools are the basic part of the daily operations of organisations.

At 62.5% of the researched organisations clear technological support of knowledge management is identifiable. Regarding to the knowledge value chain technological support mostly used for creating, storing and sharing knowledge, but except these knowledge processes, others were no so popular. Therefore only a close circle of the possible technological solutions were used, but complex solution, that support every organisation activity (Lawton, 2001) have not been introduced. (example: TTC used the most technological solutions to support storing and using existing experience: Qualitative and quantitative information stored in conventional databases; "Best Practice" based general tools; expert system; Knowledge map of employees having useful experience; Detailed description of processes based on the environment).

In the field of office-automation, for communication, widely accepted, basic solutions were mostly used. For coordination activities, the usability of specific solutions (workflow) is rather low. Mostly cooperation activities were supported by document management, modelling, CASE tools that supports that widely accepted theory, that the area of cooperation has the biggest impact.

Based on the statistical analysis the reason of using technological solutions was primarily supporting the cooperation activities (between departments and employees), and providing communication channels. However beside technological solutions, personal interactions were de-emphasized (e.g. mentoring).
Technological solutions can ensure the more independent work of employees with wider decision making possibilities with less risk. However, the experiences show the opposite: empowerment is typically used at organisations that do not emphasise the role of technologies. Technological solutions can provide higher possibilities of controlling activities that could be beneficial for managers, therefore it can support centralised decision making. This theory is supported by the phenomena, that during introduction of technological solutions, the opinion of employees was not emphasised.

To summarise, the usage of technological solutions is typical at organisations that use mainly codification KM strategy approach, and less typical in the case of personalisation strategies. However technological solutions are able to support even the personalisation strategy. Knowledge map solutions that describe the knowledge, expertise and skills of employees, and communication solutions are able to support personalisation goals.

Organisational Issues

In the case of analysing organisational issues – based on the research model – overlapping categories, factors can be recognised, and these factors can affect each others in several occasions.

The application of the organisational factors has a significant role not only regarding to the provision of the activities, but also for the purpose of the execution of the changes. Change management deals prominently with the role of the managers, the involvement of the employees as well as the question of change of the organisational culture.

In most of the organisations the new values, new solutions were built into the daily operations and behaviour, therefore the culture has been successfully changed. Representative cultures were the knowledge networks (informal knowledge sharing, mentoring, learning-by-doing), and knowledge flare (management example and support). The change of culture and behaviour did not base on status or compensation.

For success the formal and informal channels of personal communication have vital role that is mostly the characteristic of organisations with personalisation strategies. In the researched organisations, significant change of the organisional structure was not experienced, organisations were project based, only new roles or organisional units were appeared related to knowledge management activities.
Measurement and feedback

In the case of the researched organisations, measurement and feedback activities were experienced on two levels. On the top level, mostly benchmarking, or software process levels approaches (Bootstrap, CMM) were used that resulted a level of software process maturity. It is necessary to measure these levels not only before and after changes, but also in regular periods, in order to provide continuous control, and evaluation of tendencies. This approach was realised in the majority of the examined organisations (61.1%), and the results of this benchmarking approaches is comparable with the practice of other organisations. This approach concentrates to process development and development, therefore these measures are partly adequate for assessing the knowledge-related activities.

A deeper, operative level of measurement activities is the continuous controlling of performance indicators that could be the basis of further process improvement activities. This approach provides a more direct feedback, and indicates areas in which development is required, or explores problematic or risky areas.

Measurement approaches examine the adequacy of processes, explore the roots and causes of problems, and support problem solving. Based on these measurements, the organisation of activities, the selection of supportive tools or organisational solutions can be arranged or changed. Based on operative measurement, the continuous, incremental development of supportive solutions was necessary. Measures did not analyse the effectiveness of single supportive factors, and deep cause-result analysis was not possible. During measurement the effectiveness of knowledge-processes and supportive tools were analysed together.

Based on a third kind of method, performance was measured in separate departments of organisations, and summarised indicators were analysed. These indicators can be: costs, number of faults, time-to-market ratio. These indicators are adequate for comparing the situations before and after changes.

5 Conclusions

Every supporter in the research model has a role in the examined cases; although their importance is variable. The basic findings are the following:

• Knowledge management strategies have impact both on KM processes and on supporters. KM strategies connect organisational strategy with KM practice.
• The use of technological solutions is widely accepted. They have a role not only in the case of codification strategies, but in these cases they have a vital role.
• Knowledge oriented organisational culture and support of communication has critical role for success in the area of organisational solutions. The structure of organisations has not changed dramatically, therefore the evaluation of the role of organisational structures is partly missing. Incentives have not a critical role, especially of using cash-incentives. Lack of management support is more a barrier, but definitely not a success factor
• Performance evaluations and metrics are present during KM practices, but the scope is slightly different, and rarely KM specific. Metrics are often measure the performance of a department, or a project.

As result of the research the basic research model has been extended. This model includes both technological and organisational solutions, support factors, that are able to increase the efficiency of knowledge management practices in software development organisations, and therefore the efficiency of organisational processes. (Figure 1.) Based on the conducted research that for conscious management of organisational knowledge in software development organisations the simultaneous use of both factors are necessary, based on a well-grounded knowledge management strategy and with the support of continuous feedback and performance evaluation.
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Figure 1: Research validated framework of knowledge management and supporters in software development organizations.
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Abstract

Many software process improvement (SPI) programs fail to deliver the benefits they promise. This is usually due not to bad new processes being created, but to a lack of adoption of the new processes. Many articles have been written about reasons for lack of adoption. One element that is missing in these articles is the capacity of organizations to adopt more changes. Often organizations implement many changes in parallel, hoping to achieve an accumulated benefit. We conjecture that in many cases less is more – concentrating on implementing a few changes well yields more benefits than implementing a lot of changes less well. This article presents a model to analyze and measure adoption of processes and some practical techniques to support adoption of processes.
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1 Short description / Stage setting

Many software process improvement (SPI) programs fail. Practitioners in the field of SPI claim that about 80% of those programs fail to achieve their promised benefits. Unfortunately there is no published data to support this statement, for an obvious reason: people do not publish failures. Studies show that 67% of SPI managers want guidance on how to implement SPI activities, rather than which SPI activities to implement [10], which can be taken as some evidence confirming the high failure rate claim. Even programs that do not fail as such often fail to deliver the promised returns. It appears to be very difficult to truly change the behavior of managers and engineers involved in software or systems development. Failure can be complete, where nothing of what was planned is achieved. But mostly, failure is much more subtle—some new processes are adopted to some extent, but not to the extent needed to achieve any real benefits. Improved processes do not bring any benefits if they aren’t used. We conjecture that the lack of adoption is often caused by the desire to do too much at the same time. The support activities needed for successful adoption are too diluted over all changes and lose their effectiveness.

There are many consequences of failed adoptions:

- Organizations still do not achieve their development project goals, and projects often are too late, over budget, deliver lower quality than planned
- The investment in the improvement program is fully or partially wasted
- The improvement model (e.g., CMMI, Six Sigma, ISO 9000) is perceived by the affected organization as a bad model that does not deliver what is promised

It is currently difficult to analyze if improved processes have been fully adopted. For SPI programs based on the CMMI model [19] there is a well-defined appraisal method [20]. However, even with this rigorous method it is almost impossible to gauge if the processes have really changed the hearts and the minds of the practitioners.

This paper attempts to address these issues and indicate directions for future research, focusing on understanding adoption to the level that we can influence and measure it, and on the absorptive capacity of an organization, the extent to which it can adopt more changes. This paper first elaborates on the research questions, and then reviews the most applicable prior literature, derives methods and models for adoption and concludes with suggestions for further research.

2 Key Questions / challenges that we address

To support SPI programs to achieve better results one not only needs to introduce the right technologies and processes but the following topics need to be addressed as well: transition mechanisms, adoption measurement and absorptive capacity. When current SPI programs fall short in achieving adoption of processes, we need to offer systematic mechanisms to achieve adoption. We call these transition mechanisms, as they support an organization transition along the stages of the adoption curve: contact, awareness, understanding, trial use, adoption, institutionalization and internalization [5], [9]. Taking an organization step by step through these phases strongly enhances the likelihood of full adoption. Measurements of adoption make the effectiveness of these transition mechanisms transparent, allowing corrective action in cases where progress stalls. As—in our view—absorptive capacity is one of the most prominent limiting factors in achieving full adoption, we devote special attention to this topic.

2.1 Transition Mechanisms

It is widely recognized that process change or technology change occurs through several distinct
stages [5], [15], [7, 8]. Prospective users of new processes first get in contact with the new process, become aware of what this process could do for them and obtain a deeper understanding of the technology itself. When these stages leave a positive impression users will perform a trial usage of the process before deciding on full adoption. The new processes become institutionalized, embedded in the culture, and after sufficient passage of time they become internalized; users cannot think they would ever perform the process in the old way again. Recognizing these stages, we could use them actively to support adoption in an SPI program. The design of the SPI program should identify and plan mechanisms to support the process users to proceed along these stages. This paper gives suggestions for identification of transition mechanisms and relates these mechanisms to adoption measurement.

2.2 Adoption Measurement

To make any founded claims about the lack of adoption of new processes, we should be able to measure adoption. To what extent do people apply a process? And how many people from our target population do apply the new processes. The following example illustrates the difference between partial and full adoption. An organization has developed a new estimation process to improve the accuracy of the development project estimates. The new process includes a spreadsheet which requires several attributes to be given (number of screens, number of interfaces, etc.) and then suggests an estimate for software development effort. The estimator is allowed to differ from this suggestion, but he then needs to document why.

A partial adoption of the new estimation process could have the following indicators:
- People use the new estimation spreadsheet.
- They compare the model outputs with what their gut-feeling estimate tells them.
- They then tune their inputs into the model to make both numbers match.
- When estimates turn out to be wrong, they blame the model.

A full adoption of the new estimation process might look like this:
- People use the new template and estimation model.
- They also compare model results with their gut feeling estimates.
- They document where there are differences between the two and involve the estimation process owner in case of significant deviations.
- During project execution they compare their estimates to the actual numbers for effort and time for each of the tasks performed.
- Based on this the estimation model parameters are tuned to better match reality.

Key differences between real and partial adoption:
- The estimation method is used according to its intentions.
- The estimation results are integrated with the project tracking process. More generally speaking, the results of one new process are integrated with other processes, in ways that the process author may not have foreseen.
- The organization uses feedback to become a learning organization.

2.3 Absorptive capacity

SPI involves change, changes to the work practices of managers and engineers. Is there a limit to the amount of change people and organizations can handle?
If we implement too many changes at the same time the resistance against the changes will increase, the amount of support and coaching for each change will be diluted, leading to a less than optimal implementation. On the other hand, if we change too little we may not achieve the goals we strive for. Can we find an optimal amount of change? There may be synergy between these multiple improvement programs, but the opposite, dysergy, is a definite possibility as well. On top of what an SPI initiative launches as changes, the target group of our SPI program is subject to much more change than what is initiated by the SPI program: reorganizations, new products, new technology, changes in personnel and management. We expect that absorptive capacity is to process improvement what Brook's law is to project management. Brooks stated that adding more resources to a late project would only make it later. We conjecture that adding more improvements to a suboptimal organization only makes it more suboptimal. We want to define, measure and analyze the concept of absorptive capacity, and find ways to influence it. 

3 Review of Existing Literature

Changes to processes should become changes to work practices, changes to behavior. Ajzen [1] describes in the theory of reasoned action (TRA) how intentions and beliefs may or may not lead to actual changed actions. According to TRA, a person's performance of a specified behavior is determined by his or her behavioral intention (BI) to perform the behavior, and BI is jointly determined by the person's attitude (A) and subjective norm (SN) concerning the behavior in question. As TRA describes behavior in a general sense, this model does also apply to behavior in the context of SPI. TRA is a descriptive model; it describes how behavior is driven by attitudes and subjective norms. We conjecture that absorptive capacity is missing in this model. TRA assumes that when one has the intention to adopt a certain behavior, this behavior will actually be performed. In reality people are typically constrained to adopt a new behavior by lack of time or lack of training.

Gallivan [7] describes many relevant aspects of process adoption. Based on his analysis of core frameworks on innovation adoption from the social psychology [1], [15], [6] he concludes that these models neglect the realities of implementing technology in organizations, especially when adoption decisions are made at the organization, division, or workgroup levels, rather than at the individual level. In these cases adoption follows two decisions: the primary adoption decision by management to adopt a new technology, and a secondary adoption decision by the workforce to use it in their daily work. Following the primary adoption decision, management could proceed by three fundamentally different paths to ensure secondary adoption: (1) they can mandate that the innovation be adopted throughout the organization at once; (2) they can provide the necessary infrastructure and support for employees to adopt the innovation allowing a more voluntary diffusion; or (3) they may target specific pilot projects within the firm, observe the processes and outcomes that unfold, and decide whether to implement the innovation more broadly later on. This confirms our conjecture that if organizations attempt to implement too much, they won't have the time and resources to ensure a thorough secondary adoption takes place.

Gallivan's work focuses mainly on the adoption of 'hard' technologies, for example the adoption of client-server computing. In our work we focus on 'soft' technologies or process technologies, where the adoption decision is not binary (adopt or not adopt), but continuous (to what extent). Gallivan focuses his research on when and how adoption occurs; we are mostly interested in how well adoption occurs. A similar interest is found with Saga and Zmud [17] who identify three different facets of infusion: more extensive use of the innovation (e.g. using more technology features); more integrative use (using technology to create new workflow linkages among tasks); and emergent use (using technology to perform tasks not previously considered possible).

A study has recently been published that applies several social psychology models to the world of SPI. Umarji [21] tries to predict the acceptance of SPI programs on the basis of TRA and the technology acceptance model [1], [6], extending these models because of the fact that SPI is intangible, often more intrusive and judgmental than hard technologies. She suggests adding four groups of factors to the model for SPI:

- Organizational issues: visibility, transparency, and reward structure/incentives.
- Personal issues: fear of adverse consequences, communication, self-efficacy, and degree of control.
- SPI-related issues: amount of learning required, compatibility of work practices, champions/advocates.
- Factors from social psychology: perceived usefulness, attitude, perceived behavioral control, subjective norm, ease-of-use.
- We agree with the reasons to adapt the model, however we conjecture that most of the factors she describes are specializations of the attitude and subjective norms in TRA.

A model that has become quite popular to support SPI programs comes from the family therapy domain [18], [22]. Satir describes a process of change as follows: we begin with the status quo of the organization (termed old status quo by Weinberg), a situation where people have learned to cope with the fallacies in the current system. Then a foreign element is introduced, in the context of SPI that would be the SPI initiative. The foreign element causes chaos, people who have long worked in the old status quo see all kinds of comfortable practices change, and the people and the system moves into a state of disequilibrium. At some point in time a transforming idea is found that drives the system into integration, practice, and new status quo. The description here is sequential, however practice often is not. At each point in the process there is the possibility to fall back to the old status quo. Weinberg [22] suggests that introducing new changes during the chaos phase should be avoided at all times, and mostly during the integration phase as well. Adding new changes during chaos and integration just increases the risk of falling back to old status quo. The optimum time for a new change is during the practice phase, shortly before new status quo. In that phase the chaos is over, so organizations are capable of adopting something new again, but not yet so fixed into a new status quo that new changes will lead to a major chaos again. We suggest using the transition mechanisms as a means to support the organization to find effective transforming ideas quickly. The notion of not adding new changes during transition supports our concept of a limited absorption capability.

4 Approach taken

We are taking the Action Research [14] approach to this investigation and will develop new theory on the basis of observations in both practice and previous literature.

We created a theoretical model about adoption based on the literature review and our industrial experience, see Fig. 2.

Fig. 1. Modeling the effectiveness of SPI as a function of efficacy and adoption

The model describes how the effectiveness of an SPI program depends on the efficacy of the change and the adoption of the change. Some authors combine efficacy and adoption into one concept; for example Wynkoop as quoted in [7] defines infusion as "the extent to which an innovation is used completely and effectively and improves the organization's performance". However, we claim that separating the orthogonal constructs efficacy—the content of the improvement program—and adoption—the method of change in the improvement program—gives us more analytic power. The efficacy of the
change is a key success factor. Have we implemented the right thing? Do the new processes solve the problems of the old situation? John Rost [16] gives some excellent examples of implementing the wrong set of processes in certain situations. For this study we assume that a useful approach has been taken. Our focus is on the adoption of the change. We contend that this depends on two main factors: the transition mechanisms used, and the absorption capacity of the organization.

Another way to look at the adoption part of the model would be to adopt the TRA model [1], using absorption capacity as a new construct, see Fig. 2.

Fig. 2. Theory of Reasoned Action model augmented with Absorption Capacity

The absorptive capacity is a new construct that limits the Behavioral Intention of the target group of new processes to adopt it.

4.1 Transition Mechanisms

Adoption of change typically follows a seven-phase adoption curve [5]. The phases are contact, awareness, understanding, trial use, adoption, institutionalization, and internalization. When organizations conduct a process improvement program, they should apply mechanisms to help the organization transition from one phase to the other. Mechanisms to bring people into the contact phase could be e-mails or posters about the new technology. Mechanisms to bring people from contact to awareness could be information presentations on the new technology. The more effective the mechanisms are, the more effectively and efficiently will the organizations adopt the new technology. There is not, and cannot be, any single set of transition mechanisms. Organizations have different backgrounds, cultures, and structures, so the set of mechanisms should be defined for each organization. Effective mechanisms from the past are of course a very good source for new efforts. Table 1 gives several examples of transition mechanisms for each phase, obtained from a customer engagement and from work by Garcia [9].

Table 1. Transition Mechanisms

<table>
<thead>
<tr>
<th>Stage</th>
<th>Transition Mechanisms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contact</td>
<td>Information emails, Posters, Brown bag lunches</td>
</tr>
<tr>
<td>Awareness</td>
<td>&quot;Elevator speech&quot;</td>
</tr>
<tr>
<td></td>
<td>Magazine articles and conference briefings</td>
</tr>
<tr>
<td></td>
<td>Flash cards with objectives, benefits, URL, etc.</td>
</tr>
<tr>
<td></td>
<td>Web site, FAQ</td>
</tr>
<tr>
<td></td>
<td>Successful ROI stories, case studies</td>
</tr>
<tr>
<td>Understanding</td>
<td>Training sessions, communication</td>
</tr>
<tr>
<td></td>
<td>Detailed case studies</td>
</tr>
<tr>
<td></td>
<td>Identify and authorize champions</td>
</tr>
</tbody>
</table>
### Experience Session 6: SPI Adoption Experiences

<table>
<thead>
<tr>
<th></th>
<th>Identify stakeholder roles and responsibilities</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Trial use</strong></td>
<td>Coaching by process experts</td>
</tr>
<tr>
<td></td>
<td>Small working group to support pilots</td>
</tr>
<tr>
<td></td>
<td>Special authorities for pilots</td>
</tr>
<tr>
<td></td>
<td>Documented pilot results</td>
</tr>
<tr>
<td><strong>Adoption</strong></td>
<td>Availability of process artefacts</td>
</tr>
<tr>
<td></td>
<td>Strong set of incentives; rewards and</td>
</tr>
<tr>
<td></td>
<td>consequences</td>
</tr>
<tr>
<td></td>
<td>Refined guidance on process usage choices</td>
</tr>
<tr>
<td></td>
<td>Education - mature courses, modularized for</td>
</tr>
<tr>
<td></td>
<td>JIT delivery</td>
</tr>
<tr>
<td></td>
<td>In-Process Aids</td>
</tr>
<tr>
<td><strong>Institutionalization</strong></td>
<td>Inclusion in quality audits</td>
</tr>
<tr>
<td></td>
<td>Integration with other processes</td>
</tr>
<tr>
<td></td>
<td>Emergent use in unanticipated situations</td>
</tr>
<tr>
<td></td>
<td>Fully realized curriculum of training for</td>
</tr>
<tr>
<td></td>
<td>different users</td>
</tr>
<tr>
<td></td>
<td>New employee training/orientation</td>
</tr>
<tr>
<td></td>
<td>Continuous improvement to adoption artifacts</td>
</tr>
<tr>
<td></td>
<td>(guides, etc.)</td>
</tr>
<tr>
<td><strong>Internalization</strong></td>
<td>-</td>
</tr>
</tbody>
</table>

#### 4.2 Absorption Capacity

There is no literature on the concept of absorption capacity except from the remarks Weinberg [22] makes about what a good time is to introduce new change.

Independent of how good the transition mechanisms are, the capacity of the organization to absorb change is a limits the adoption of new changes. Organizations trying to adopt many changes at the same time are likely to fail in several of them. Both individuals and organizations have a limited capacity for change and will resist more changes once their limit is reached. What determines this adoption capacity? At what point do people and organizations reach their limits? Can we identify mechanisms that enlarge absorption capacity? Can we measure absorption capacity and use that measure to predict when limits are likely to be hit? Probable factors that influence the absorption capacity are: the amount of changes at a given point in time, individual personalities and traits [15], [11], passage of time (it makes a difference if the last change was a month or a year ago), top-down or bottom-up changes, group effects, learning organization characteristics. We plan to explore this phenomenon in future research.

Brooks' law [3] states that the efficiency of teams reduces when new team members are added due to increased communication between the team members. By analogy we suggest that the effectiveness of SPI reduces when more change is introduced due to diluted attention to each of the SPI initiatives. Effective SPI requires that sufficient support be given to the target group [2], [12], [13], training, coaching, motivation. This support should be given both my management and by a process group. The generic practices in the CMMI model [19] are included in the model to ensure the new processes...
are institutionalized. The generic practices include: training, resources, measurement, and verification by quality assurance and management. These support activities should be performed for each process in the organization, with specific attention to new processes that still need to be institutionalized. The more changes we have, the more diluted the support activities will be, leading eventually to a level of support that falls below a threshold where it has any effect.

If the number of process improvement activities is $P$, and the total capacity to support process improvement is $S$, then the average support given to each improvement activity is $S / P$. If the effective contribution to an organization's effectiveness for each improvement is $e_i$, then the overall effectiveness $E$ of all improvements is:

$$ E = \frac{1}{P} \sum_{i=1}^{P} e_i $$

(1)

Formula 1 does not account for synergies or dysergies between improvement activities, nor for a threshold value for support. The total effectiveness $E$ is the return we get on process improvement. This is strongly reduced by conducting many improvements; the investment increases with every process improvement, making the return on investment (ROI) very negative when many improvements are carried out.

### 4.3 Adoption Measurement

Process adoption is generally characterized as consisting of two orthogonal dimensions [9], [7]: infusion and diffusion. Infusion or depth of adoption describes how well the new process has been adopted by the target population. Is there a full or a partial adoption of the new processes? Diffusion or breadth of adoption describes how broadly the target population has adopted the new process. Do they all apply the new processes? It has been suggested by Kaputo and Garcia [4], [9] to use these dimensions as measurements for adoptions. An additional benefit of measuring adoption is that it provides a leading indicator for the return on investment (ROI) of process improvement. Assuming the right new processes have been developed, a high adoption measure tells us that a return on investment is to be expected.

An example of how an adoption measurement could be presented is given in Fig. 3. This shows a hypothetical organization that has introduced three process improvements. The inspections are performed very well by a small group of people; most people perform estimations poorly and testing is performed well by most.

![Fig. 3. Graph of adoption as measured by diffusion and infusion](image)

**4.3.1 Measuring Diffusion**

To measure diffusion, we should measure how far the target population has come along the stages of the commitment curve [5]. When transition mechanisms have been defined in an improvement project,
these mechanisms can be used as proxies for adoption commitment. Transition mechanisms are the means that have been used to get the target population through the stages of contact, awareness, understanding, trial use, adoption, institutionalization and internalization. Examples of transition mechanisms from some recent customer engagements can be found in Table 2. Suggested measurements for each stage in the adoption curve.

Table 2. Suggested measurements for each stage in the adoption curve

<table>
<thead>
<tr>
<th>Stage</th>
<th>Measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contact</td>
<td>Number of attendees</td>
</tr>
<tr>
<td>Awareness</td>
<td>Number of attendees, course completion tests</td>
</tr>
<tr>
<td>Understanding</td>
<td>Number of pilot projects, number of people reporting usage</td>
</tr>
<tr>
<td>Trial Use</td>
<td>Number of projects/people reporting usage</td>
</tr>
<tr>
<td>Adoption</td>
<td>Number of projects/people reporting usage</td>
</tr>
<tr>
<td>Institutionalization</td>
<td>Process change requests</td>
</tr>
<tr>
<td>Internalization</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Transition Measurements

To compute a composite diffusion measurement D, we count the number of people $P_s$ who are in a certain stage $s$ of the adoption curve, and give weights to each stage $W_s$, internalization gets the highest weight, contact the lowest.

$$D = \sum \frac{P_s}{W_s}$$

4.3.2 Measuring Infusion

To measure infusion we need to gauge how well the people within the target population use the new processes. The process developer should identify all roles that should work with this process, and for each role define how well the knowledge of the process should be and what the typical tasks would be when the process is fully carried out. The infusion could be measured along the infusion facets: ordinary use, extensive use, integrative use, and emergent use. The following table uses an inspection process as an example.

Table 4. Using infusion facets as means to measure infusion

<table>
<thead>
<tr>
<th>Role</th>
<th>Tasks</th>
<th>Ordinary use</th>
<th>Extensive use</th>
<th>Integrative use</th>
<th>Emergent use</th>
</tr>
</thead>
<tbody>
<tr>
<td>Meeting moderat or</td>
<td>Send invitations, moderate the meeting, follow-up that rework is performed</td>
<td>Inspection form with indication that rework has been checked</td>
<td>Not just asking for rework completeness but go through all changes together</td>
<td>Using checklists from the producing process (e.g. design)</td>
<td>Using inspection data as input to predictive failure models</td>
</tr>
<tr>
<td>Author</td>
<td>Inform</td>
<td>Time</td>
<td>Having</td>
<td>Using the</td>
<td>Use</td>
</tr>
</tbody>
</table>
5 Expected or Achieved Results

This paper describes a model around adoption of software process improvement based on literature and on the experience of the author. Some elements have already been applied in practice: we have identified transition mechanisms, infusion and diffusion measures with several customers in an engagement to start an improvement program. The program is currently too young to see any practical results; it is too early to gather data based on the measurements defined.

So, the model will be further validated using action research. Some initial ideas on further work include:

- Study an improved process that has already been well adopted according to an organization, retrospectively define the infusion and diffusion measurements, and measure whether the intuitive understanding of adoption matches with measurement data, thus validating the concepts of measuring infusion and diffusion.
- Refine the methods to establish infusion and diffusion measurements, allowing taking accurate measurements at low cost.
- Perform a controlled experiment in a university setting to validate the absorption capacity construct in the adapted theory of reasoned action model.
- Validate absorption capacity comparing companies with many changes against companies with few changes.

6 Conclusion

Rogers has identified that most research on innovation diffusion has a clear pro-innovation bias, and gives some directions for research in other directions to strengthen the analytic power of the research. This paper, with its critical position towards performing too many improvements in parallel, shows a balanced position to innovation. We regard innovation as not a bad thing in itself, but suggest it should be treated with care and limits. We contend that ‘less is more’ in software process improvement.
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Abstract

Improvements in software processes can improve software quality, cost, and on-time delivery. Supplementing strategic software release planning with fine grain operational planning provides project managers the tools and abilities to make timely decisions affecting the project. Strategic planning of software releases is accomplished by the assignment of requirements to releases on a strategic level where effort, finance and risk constraints are considered to determine the strategic release plans. Strategic planning however needs to be supplemented by more fine-grained planning typically performed in project management known as operational release planning. Operational planning as a refinement of strategic planning is performed for the immediate next release.

In this paper, we present the improvements in software development process and product by performing the evaluation of the operational feasibility of strategic software planning. We also present the use of research prototype ReleasePlanner™ in a real-world situation through a case study at Trema Laboratories Inc and the improvements achieved.
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1 Introduction

Improving software processes can improve software quality, cost, and on-time delivery [Raffo 93]. In a worldwide survey of more than 100 global software companies and 450 top executives, [Hoch et al 00] presents a summary of some of the strategies used by successful software companies. These include:

- The right product at the right time is important. But the management's ability to learn from mistakes and make the right decisions is what decides between making and breaking it.
- It's the Development process that can either crash a company or boost its productivity. Software companies that have excellent processes such as very clear team structures, extensive stakeholder involvement, daily builds, and software reuse, largely ease frustration for developers thereby making them more productive. The processes make work more enjoyable. Boring rework and bug detection are reduced. At the same time product quality increases and time to market improves.

An approach that improves timely decision making and the development process is therefore crucial to success. The concept of continuous process improvement which has been long established in manufacturing industry is necessary in the software industry. Investment by any organization in process improvement has had significant benefits including improvements to product quality, reduction in the time to market of the product, and improvements in productivity [Zahran 98], increased organizational flexibility and stakeholder satisfaction [Florac et al 97]. As reported in the study by [Abrahamsson 01], "A 1996 report commissioned by The Data & Analysis Center for Software (DACS) reported that successful SPI programs have reduced the number of defects delivered to customers by 95%, reduced software development schedules by 71%, and increased productivity in terms of lines-of-code or function points per day by 222%. Additionally, SEI (Software Engineering Institute) reported an average return of 5:1 investments in successful SPI programs".

In software project management, the project manager has the most control in the release planning and implementation phases and the benefit of good decisions to the success of the project are highest in these phases. The committed cost of the project is still relatively low during these planning phases in the life of the project [Jurison 99]. The better the decisions taken during these phases, the higher the economic benefits realized from the project and the likelihood of project success.

Release planning can be done in very different ways [Bagnall et al. 01], [Penny 02], [Greer & Ruhe03], [Karlsson et al. 04], [Ruhe & Ngo-The 04]. Distinguishing parameters in approaching release planning are: Considered time-horizon of planning, objects of planning, degree of formality in the planning procedure, inclusion of additional constraints as part of the planning process, degree of stakeholders involvement, and finally the actual solution technique that is applied to obtain release plans.

In its easiest way, release planning is done in an ad-hoc manner, eventually supported by spreadsheet computation. In this paper, we will consider the improvement by applying a more sophisticated approach that is based on formal problem description and its solution using specialized optimization procedures called EVOLVEext which is based on the interplay between strategic and operational planning. The difference is in terms of the planning time horizon, the objects to be planned and the granularity of planning. EVOLVEext also provides a more flexible system of stakeholder voting. The new scheme encompasses groups of requirements and allows flexible assignment of stakeholders to requirements or groups of requirements.

Following this introduction, Section 2 studies the strategic release planning at Trema Laboratories Inc. and the required extensions of ReleasePlanner™ to fully cover the interplay between strategic and operational planning and establishes the baseline on how ad-hoc release planning was done. Section 3 discusses the improvements achieved through the use of the intelligent decision support tool ReleasePlanner™. Section 4 addresses the evaluation of the improvements. Finally, Section 5 summarizes the paper and presents conclusions for future work.
2 Ad-hoc Planning at Trema Laboratories Inc.

2.1 Background

Trema Group is a provider of strategic software solutions for the financial industry. The software development focus is on providing a fully integrated cash and treasury management product suite designed to support front to back office treasury operations, as well as specific applications for cash management and accounting. Requirements are added to the product incrementally. So, planning for future releases becomes extremely important for the business.

The requirements for the next releases of the suite of products come from different sources such as contractual commitments, market positioning, technology opportunities, sales analysis, customer needs and existing functionality enhancements. The planning for the next releases is also tied to the strategic priorities which could change from release to release. The strategic priorities include:

- Marketability,
- performance,
- customer functionality,
- stability, and
- quality,
- scalability,
- technology,
- contractual commitments

To better understand existing challenges in planning of releases, a series of questionnaire based interviews were performed. The 23 participants were project managers (8 participants), product manager (5), development manager (6), and functional architects (4). The key messages to emerge from this survey and interviews are summarized in Table 1 below. The result was computed on the basis of the percentage of respondents ranking any of the factors as the greatest challenge.

<table>
<thead>
<tr>
<th>Challenging Factors</th>
<th>% of Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>No easy way to get good overview of dependencies of requirements</td>
<td>26%</td>
</tr>
<tr>
<td>Stakeholders participation difficult especially in a distributed environment</td>
<td>22%</td>
</tr>
<tr>
<td>Difficulty in re-planning due to late breaking requirements or changing stakeholder priorities</td>
<td>17%</td>
</tr>
<tr>
<td>Managing resource constraints and their effect on a release is tedious</td>
<td>13%</td>
</tr>
<tr>
<td>Difficulty of translating corporate strategy to the product through the plan</td>
<td>9%</td>
</tr>
<tr>
<td>Assigning the right resources and skills to tasks to be performed in each requirement</td>
<td>4%</td>
</tr>
<tr>
<td>Visibility of the required skills and roles to implement each requirement</td>
<td>4%</td>
</tr>
<tr>
<td>Adequate interaction among the stakeholders during the selection of requirements for a release</td>
<td>4%</td>
</tr>
<tr>
<td>No easy way to obtain stakeholder votes for requirements</td>
<td>0%</td>
</tr>
<tr>
<td>No easy way to generate reports showing the overview of stakeholder voting for each requirement</td>
<td>0%</td>
</tr>
</tbody>
</table>

Table 1: Ranked priority of challenging factors in release planning at Trema

The questionnaire contained ten key challenges facing the industry and participants were asked to
rank them in order of magnitude of the problem. The sample for the survey is small but care was taken in drawing conclusions from the results through follow-up interviews with respondents to explore their understanding of some of the terms and issues in the survey in more depth.

2.2 Baseline

Current deficits in release planning and requirements prioritization are reported in [Lehtola et al. 04] and [Ruhe & Ngo-The 04]. As with most software organizations, the planning process is currently mostly ad-hoc with use of several spreadsheets through endless meetings with stakeholders in several different locations to arrive at an acceptable content of the releases.

The planning process is performed in two stages. The first stage is the development of the longer term roadmap also known as the strategic release plan. This usually spans three or more releases over one or more years. The roadmap is used as a strategy and planning document for the organization. The ultimate goal is to provide an optimal longer term release plan that will help fulfill the product’s mission based on all the requirements that have been received. The roadmap is generally taken as a living document which evolves over time and becomes more concrete and offer more details as one gets closer to each of the releases on the roadmap. This strategic plan is also revised based on the lessons learnt from each of the releases as they are scheduled and executed. From the roadmap, the focus is usually on the near-term release and on how to achieve successful scheduling and execution of that release.

The inventory of requirements from which the roadmap or strategic release plan is developed from will usually contain over 500 items that are requested to be in future releases. Some of these items are dependent on other items in the inventory. There are five or more stakeholders with varying interests in each of the requirements participating in prioritizing these items. The stakeholders are located in different places around the world. The process of ranking and agreeing the content of the releases takes several days using spreadsheets to calculate and collate the results. Some of the problems with the ad-hoc approach include:

- There is usually no way to know all the alternative solutions considering all the constraints and dependencies between the requirements. The end result is the non-feasibility of the generated solutions.
- Getting all the stakeholders together for meetings and go through all the requirements takes time.
- Every stakeholder has a different opinion of what is important and the process of negotiation among the stakeholders can take too long.
- Requirements are continuously changing and evolving. The impact of the changes on the strategic plan is not immediately obvious.

3 Use of Releaseplanner™

3.1 Improvement

Trema Laboratories Inc. found through the initial trial that ReleasePlanner™ provided very good ways to manage the top four challenges in the release planning process identified in the survey results above. The time to generate release plans and to alternate release plans because of changing requirements was drastically reduced to clicks of buttons from a process that took several days. Figures 1-3 below show some of the screens in the process of defining the above roadmap using ReleasePlanner™.
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Figure 1: Defining the project settings.

The efforts for the release is measured in person-days and the totals available to be allocated to each of the releases have been determined based on the availability of the team members as shown in Figure 2 below.

The requirements are ranked based on the urgency model.

<table>
<thead>
<tr>
<th>New Requirement</th>
<th>Requirement ID</th>
<th>Description</th>
<th>Resources Estimates</th>
<th>Manual Pre-Assignment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 2: Capturing of the requirements.

The roadmap had a total of 49 requirements to be released over a period of one year. Certain requirements such as the building of the framework for future requirements are required to be in the early or first release in the roadmap. Some of the requirements must precede other requirements in the roadmap. In addition, we have six coupling constraints.

There are six stakeholders involved in voting on the roadmap. At the end of the voting exercise by all stakeholders in the project, release plan alternatives were generated by ReleasePlanner™ as shown in Figure 3 below.

At the end of the trial of using the intelligent decision support for both strategic and operational release planning at Trema Laboratories Inc., the general agreement is that ReleasePlanner™ provides benefits to the organization. Some of these benefits are tangible and some are intangible. The intangible benefits are difficult to realistically evaluate but the good thing in this study is that most of the intangible benefits are generally positive. In summary the benefits include:

- Improvement in pre-planning: Pulling together the roadmap and generating the release plans takes 60% of a full time job for a product manager and a release manager. This effort spent for
this activity depends on the size of the organization and the complexity and size of the product. Bigger organizations tend to expend more effort expended for this activity. Keeping an overall view of all the requirements and the dependencies between the requirements makes this extremely difficult especially when dealing with hundreds of requirements. Also, gathering the efforts to implement each requirement and establishing the capacity versus the required effort for a release is a tedious process. ReleasePlanner™ provides a quick overview of these requirements and the generation of alternative release plan becomes trivial through the push of a button on the keyboard. During the case study we experienced a reduction of the time spent in pre-planning to less than 20% compared to the 60% using an ad-hoc approach.

Figure 3: Structure of qualified release plan alternatives generated by ReleasePlanner™. Each column represents an alternative. Final selection is done by the human expert.

- Improved and quick re-planning capabilities: The re-planning process takes even further time and efforts. Whenever there is a change in a requirement, in the estimated size of a requirement or a change in stakeholder priority there is always a need to revise the plan to accommodate the change. This process consumes about 30% of a release manager's job including the time of other stakeholders involved in the release. It is estimated that the other stakeholders (6 in this case
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study) spend an average of 3 hours a week for re-planning during the release. The findings in the case study indicate that a saving of 75% was achieved through the use of ReleasePlanner™.

- Increased participation of stakeholders in the planning process: Through the ad-hoc approach, stakeholders will usually need to meet in a location to discuss, prioritize and finalize the content of the release. In distributed organizations where the stakeholders are based in different locations, this becomes very difficult and expensive considering travel costs. With ReleasePlanner™ stakeholders are able to participate from wherever they are in the prioritization process for as long as they have access to the internet. This saves travel cost and increases the level of participation. The added cost of not participating early in the process is in re-planning.

- Improved stakeholder satisfaction through active participation: It is established through the case study that stakeholders feel a sense of ownership of the content of the release because of their active involvement in the requirement selection and prioritization. This leads to stakeholders having better satisfaction with the release.

- Provides open, collaborative atmosphere among stakeholders: Stakeholders are able to interact directly with the system. This also leads to a higher level of satisfaction in the process.

- Provides ease of setting priorities and decision making: Priority setting by stakeholders is improved and allows for quick decision making by management on the content of the release. There is a more focused approach to delivering the requirements in the release by the project and development teams.

- Improves project planning, product quality and quick product wins thorough the incremental requirement selection and focus on the optimal selection of requirements.

- Improves time to market of required features: Since the appropriate selection of requirements are delivered in the release, the product gets to market with these required features. This potentially leads to increased market share through customer satisfaction with the product. During the course of the case study, revenue increased by $1,750,000.00. All of this increase cannot be attributed to the use of the new release planning system but attributing 1% of this increase to the system was deemed acceptable.

4 Evaluation of Improvements

4.1 Introductions

At the start of the case study, the release planning methodology at Trema Laboratories was mostly carried out ad-hoc. Many of the personnel involved in the planning process have built extensive experience with this ad-hoc approach to strategic and operational release planning. We have been involved in the release planning process in the organization for more than 4 years. This provided a good basis to measure the impact of introducing a new approach using ReleasePlanner™.

Most organizations expect decision support system to be a silver bullet that will kill the problems of operational release planning, the stakeholder cost of participation, quality of the product, and more. Decision support system for planning a release can have positive impacts in many areas, and this was demonstrated during the case study at Trema Laboratories, Inc. to save money and solve some of the planning problems highlighted during the survey and interviews with the industry.

This chapter also provides some practical guidance for understanding and computing cost and benefits from using ReleasePlanner™. There are many other factors that should be considered with the use of an intelligent decision support system such as ReleasePlanner™. It has some impacts on the organization in areas such as the planning approaches, resource utilization, resource scheduling, tasks granularity, product features, and the release dates or time to market of the product. It is therefore useful to understand the impact, potential benefits or value added to the business by the use of an intelligent decision support system.
Based on the case study at Trema Laboratories Inc., the impact of ReleasePlanner™ will be assessed from three perspectives. The first is on the effect on the generated release plans, and secondly, the impact on the release planning process, and finally the impact on the product.

### 4.2 Impact on Generated Release Plans

*Items not on the release plan:* There were some obvious differences in the release plan alternatives generated by the ReleasePlanner™ and the one produced using the ad-hoc approach with the same set of data. The benefit of using ReleasePlanner™ is that the decision maker is presented with five possible alternatives as shown in figure 3 above to select the most feasible solution from.

**Figure 4: Comparing ad-hoc versus ReleasePlanner™ generated release plans**

For the case study, the alternatives are similar in the assignment of requirements to release 1 except for the 'context sensitive help' requirement which goes into either release 2 or 3 in some of the alternatives. On further examination, the distinguishing differences between the alternatives are the assignments of requirements to releases 2 and 3 as shown in figure 4.

Alternative 1 is selected for further analysis because it most closely compares with the ad-hoc plan that was used during the case study. As can be seen in figure 4, there were two requirements suggested for release R1 by ReleasePlanner™ that are not in the ad-hoc plan and one requirement in the ad-hoc plan that was suggested by ReleasePlanner™ to be included in future release. The ad-hoc planning took into consideration that certain resources can only work on certain requirements regardless of the availability of similar resource types. This is 'Resource Specialization'. Requirements C1019A, C1090A in release R1 and C1019A, C1090A in R2 must be worked on by same resource and therefore cannot belong to the same release.

**Maximization of efforts:** ReleasePlanner™ enabled the maximization of efforts available to the release which is difficult to achieve using ad-hoc planning approach.

### 4.3 Impact on Release Planning Process

*Stakeholder involvement:* There was a noticeable greater involvement of stakeholders in the planning process because the use of ReleasePlanner™ eliminated the traveling overhead involved for stakeholders based in other locations since they are all able to log on to the tool and provide their voting on each requirement.

**Frequency of planning meeting:** The frequency and length of meetings was extensively reduced. There is however need for stakeholders to be able to provide comments for each requirement when
they vote on them.

Less effort on planning and more on features: With the number and frequency of meetings reduced, the time saved from these is now channeled and focused on the delivery process of more requirements for the releases. The quality of the product also receives better focus and emphasis.

4.4 Impact on the Product

More focused delivery: During the case study, we found that ReleasePlanner™ provided a good means of communicating the roadmap to customers. The impact of changes to requirements becomes quick to assess and present. More efforts are then devoted to delivering the requirements on the plan.

Time to market of features: There was the perception that there was an improvement in the time to market of features. I found this difficult to evaluate but could be subject of further study.

5 Summary and Conclusions

Determining the most appropriate requirements is one of the hardest and one of the most crucial problems of software development [Lehtola et al. 04]. The complexity of planning and scheduling a release is greatly increased when there are several requirements in the release to be scheduled. A schedule that satisfies all the scheduling constraints is said to be a feasible solution. A general observation is that many companies still rely on ad-hoc approach to prioritize requirements [Lehtola et al. 04] and determine the feasibility of a release. The major finding in this paper is that the use of intelligent decision support system for these scheduling activities removes the major risks and challenges associated with the release scheduling process. This was validated through a case study of real life release planning and scheduling process at Trema Laboratories, Inc.

The main contribution of this paper is the real-world evaluation of the intelligent decision support tool ReleasePlanner™ and the benefits realized by the business from the use of the tool. This study shows that there is significant value added to the business compared to the use of ad-hoc approach to release planning.

Future work will be devoted to implementation, to the conceptual ideas for evaluating operational feasibility into the tool suite and to evaluate the overall performance of the approach EVOLVE™.
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<table>
<thead>
<tr>
<th>Titel</th>
<th>From formal to really applied quality - a management challenge</th>
</tr>
</thead>
<tbody>
<tr>
<td>Referent</td>
<td>Ulrich Kolzenburg, Director Project- &amp; Processmanagement, Giesecke &amp; Devrient GmbH, München</td>
</tr>
<tr>
<td>Statements</td>
<td>An increasing complexity of the technical solutions drives the increased demand for formal requirements management processes and defined development processes. However, more formalism does not automatically increase the productivity, it could also overload documentation and hide the really important requirements (more documents and less interaction is the wrong way). In practice the success in such areas largely depends on the right balance between really required formalism and communicative iterative and interactive development concepts. To implement this „right balancing“ approach support from both, the top management and the development team, is required.</td>
</tr>
<tr>
<td>Abstract</td>
<td>In many high tech industries the number of requirements and the size of technical specifications are dramatically increasing. This is driven by the increasing technical complexity, concerning interfaces and, interoperability, and the quality standards (ISO 15504, CMMI, etc.). All manufacturers now invest into these quality standards to be able to handle this high project management complexity. However, these models very much base on the concept of increased formal models and formal documentation and miss (although possible) the dynamic systems approach. We agree that specification work is important. However, real life projects illustrate that quality processes alone are no guarantee for a project success. For instance, 17000 pages of specification did not help when the road pricing system in Germany has been delayed. Too much formal documentation especially leads to inconsistencies when they get that large (17000 !) that inside the documents there are contradictions, dependencies, etc. Thus it is important to implement communicative iterative and flexible development processes and keep the quality documentation lean by still covering the quality aspects. Giesecke &amp; Devrient (G&amp;D) is the world leading company in the security field and is known for ist high product quality. Products are - Smard Cards im Banking, Mobile phones, where specifications are influenced by many stake holders and many norms of security have to be applied. This paper/presentation will outline how G&amp;D manages this balance between formalism and dynamic development processes.</td>
</tr>
</tbody>
</table>
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Products and Services (in general)

Banknote Segment

- Paper and Printing
  - For banknotes
  - For ID systems
  - For product security and brand protection
  - Security foils

- Currency Automation and Services
  - Banknote processing systems and identification modules
  - Security features and sensor technology
  - Service and technical support

Card Segment

- Cards and Solutions
  - For mobile communications
  - For electronic payment transactions
  - For banking industry and government
  - For information and network security
  - ID and secure personalization systems
  - Advanced logistics services

Our focus

Products and Services (in general)
Experience Session 6: SPI Adoption Experiences

Products and Services (Card Segment)

Telco
(U)SIM Card and Components

Mobile Applications and Hosting Services

 NFC Services / Voucher

Tools

Electronic Purse

PKI-Signature Cards

Open Platform Cards

Intelligent Debit- and Creditcards

Banking

Giesecke & Devrient

Group Presence around the World

1,167 bill€ Sales, 7,337 Employees worldwide in 2004

Revenue Employees

Americas 19% 21%

EMEA 63% 63%

Asia Pacific 16% 16%

Revenue split in % of total revenue
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Slide 5

Our Vision:

Giesecke & Devrient

as the global leader when it comes to protecting the value of an asset.

Everywhere around the world, people carry with them items incorporating technology made by G&D.

High Quality Density within Smart Cards (= Demands/Resources)

Resources:

- 16...320(+) kByte ROM
- 4...8 kByte RAM
- 8...128(+) kByte EEPROM

Quality demands:

- Security - against attacks
- Safety - against failure
- Functionality
- Performance
- ...
- at acceptable costs ...

System Components:

- Operating System (designed for security and safety)
- Ciphering-Routines
- Java-VM (if Java Card™)
- Occ. several applications
- Customer data
Explosion of formal Requirements Specifications

Amount of Specifications [pages]

10 Commandments
1300 B.C.
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Explosion of formal Requirements Specifications

Amount of Specifications [pages]

10 Commandments
1300 B.C.
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Why do formal Requirements „explode“?

- **The fast pace:** "Please excuse, that this letter is so long - I didn’t have time for a shorter one."

- **Pseudo productivity:** Accumulating masses of information in today’s office environment causes only minimal *direct* costs (just office applications).

- **System complexity:** Increased interconnection of clashing ("intolerant") components that need to be interoperable.
Example: System Complexity in Telco Smart Cards

Interoperability?

Applications of different manufacturers

Background systems of several service providers

Background systems of various network providers

Variety of mobile phones with a fast growing number of SW-releases

Cards of diverse card vendors

From formal to really applied quality

© Giesecke & Devrient

Formal Requirements resulting from Industry Standards

ZKA
ISO/IEC
EMV
VISA
MasterCard

ETSI
3GPP
Java Card™

Productivity = Number of changed or newly provided Specs per Standardization-Meeting (that probably takes place several times a year)

© Giesecke & Devrient

6.32 – EuroSPI 2005
Reaction: A Well Defined Development and Improvement Process Enables the Probability of a Quality Development Outcome

ISO/IEC TR 15504 (SPICE)

"The purpose of the Process improvement process is to continually improve the effectiveness and efficiency of the processes used by the organization in line with the business need."

Level 4, Ability to Perform; GP 2.2 (AB 2): Plan the Process

"Establish and maintain the plan for performing the organizational process performance process."

New situation: Process Requirements increase Development Complexity

ISO/IEC TR 15504 (SPICE)

"Establish and maintain the plan for performing the organizational process performance process."

Giesecke & Devrient

Giesecke & Devrient
### Slides 17 and 18

#### Reactions: Adapt the Defined Process

<table>
<thead>
<tr>
<th>Benefit of SPICE / CMMI:</th>
</tr>
</thead>
<tbody>
<tr>
<td>■ Benchmark of processes</td>
</tr>
<tr>
<td>■ Encourages - if properly implemented - orientation to a quality culture</td>
</tr>
<tr>
<td>■ Tailoring possible (and should be used!)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Difficulty of SPICE / CMMI:</th>
</tr>
</thead>
<tbody>
<tr>
<td>■ Volume</td>
</tr>
<tr>
<td>■ Very abstract und formalistic (in parts)</td>
</tr>
<tr>
<td>■ Temptation to try to increase process quality by producing formal documents</td>
</tr>
</tbody>
</table>

From formal to really applied quality
EUROSPI / EurosPo2005
U. Keimberg, November 2005, Page 17 of 31

---

#### Adaption of Formalisms in Requirements Tracing

*see SPICE: “Establish traceability” (z.B. ENG.1.1.BP7, ENG.1.3.BP5, ENG.1.7.BP7)*

![Diagram of Requirements Tracing](attachment:requirements_diagram)
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**6.34 - EuroSPI 2005**
Realization of Formalisms in Requirements Tracing

Data Base

Noms, ext. Specifications

Realization

Version Control

Tool

Test Object

Test Suite

Build

Build

Feature/Defect-

Tracking Tool

Test Plan /

Strategy

Data Base

Reference

Requirement

SW Code

Test Script

SW build

Build

GROUPED REQUIREMENTS

INSTANT REQUIREMENTS

Synchronisation with Change Management

Informations from test execution Products (Build specimen or all features)
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Essential: Systematic SW development process

Card resp. Application Development

Exact requirements-

analysis, incl. formal

Specifications

System resp. Application tests against all

specifications (automatically)

Source: Optimized Software Engineering Process (OSIP) Giesecke & Devrient, R&D System Cards

Giesecke & Devrient
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Slide 21

"Feasibility Check": Limitations of Formalisms

- Mistakeable wordings within specifications
- Contradictions within concurrent existing valid specifications
- Vast quantity of possible combinations and configurations of functions and features
- Testing of each and every specific combination and configuration leads to tremendous cost and time efforts (e.g., 2-3 days system test cycle for Java Cards)

Risk of misinterpreting specifications despite traceability and peer-2-peer reviews (due to the number of requirements!)

Impossibility to practically verify that each and every theoretically specified combination and configuration is really operable

From formal to really applied quality
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Slide 22

1st Approach: Use Case Tests agreed with Customers

- Card resp. application-Development
- Engineer Samples
- Configuration acc. customer's specification (from Production)
- Release Samples
- Verification Samples
- Serial Production Samples

- System resp. application Test against specification (automated)
- Verification of configuration against formal specification (automated)
- Internal Use Case Tests in environments close to reality with detailed input/feedback from the customer
- Use Case Tests directly inside customer's system with explicit release by the customer
- Statistical Quality assurance

In practice:
Particular usage environment at customer's site overrides formal specification

→ Advantage: Support of real existing, relevant Use-Case-Szenarios in place
→ Problem: Malpractice can be covered with tremendous effort, only

From formal to really applied quality
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6.36 - EuroSPI 2005
1st Approach: Use Case Tests agreed with Customers

**Prerequisites**

**Invest:**
- Comprehensive, project overlapping infrastructure, that supports reasonable processing of use case tests
  - Example: Smart Cards:
    - Server, that simulates a background system
    - Large number of end devices
    - ...

**Culture:** Faithful customer-vendor-relationship
- Vendor processes transparent for the customer
- Customer is willing and prepared to provide Input / Feedback on vendor's use case tests

---

2nd Approach: Early Builds of real Configurations

**Analysis / „Tender“**

**formal Specs**

ongoing card development

**Engineering Samples**

<table>
<thead>
<tr>
<th>Dedicated, realistic configurations</th>
</tr>
</thead>
<tbody>
<tr>
<td>„Daily Builds“, incl. „Smoke Tests“ of the dedicated target configuration</td>
</tr>
</tbody>
</table>

**Framing on to dedicated, realistic, practical scenery together with the target customers**

**Advantage:** Early usage of configurations really in usage. Contradictions between formal specs and real use as well as misinterpretable formulations in specifications can be found and discussed with product management and customer based on the real build
2nd Approach: Early Builds of real Configurations

Prerequisites:

Investments:
- Mature SW-Integration and Build process providing the possibility to generate different configurations in parallel efficiently (e.g. via parallel processing build robots)
- Definition and maintenance of „Smoke Tests“ directly coupled with the „build“ product (e.g. as a subset of automated system tests)

Culture:
- „Daily (or weekly) Build“ = Heartbeat of each project
- Acceptance at customers and product management to provide the real target configurations in an early project phase
- Acceptance inside the project team, that target configurations in this context are unstable and might change

Management Task: Outflanking the „Formalism-Traps“

Phase I
- Precise „dedicated“ market knowledge
  - Indicators
    - High percentage of developers in contact with customers
    - Amount of known formal specs

Phase II
- Formalization of requirements
  - Indicators
    - Increasing amount of developers participating in standardization
    - Increasing amount of formal specs

Phase III
- Formalization of tests
  - Indicators
    - Focus on formal verification of formally documented requirements
    - Increasing test effort per project and product

Phase IV
- Needed formalisms plus „Use Case“ culture

Formalism-Trap
- Test efforts
- Size of specs
- Late defects
- Developers with customer experience
Management Task: Enable „Use Case“ Culture

1. Stability process
2. Early selection of very real, concrete product combinations and configurations as well as application scenarios (use cases), preferably together with the customer
3. Possibility to efficiently correct the selection of use cases
4. Verification in a realistic system environment

Sum of all possible combinations / configurations possible according to specifications, standards and use cases

Support needed by the teams

Investments:
- „Live test“ environment
- Extensive Build & Configuration Management

Culture / Process:
- Opening up customer contacts for development teams to overcome Hemmungen resistance on both sides
- Strongly request dedicated, concrete usage scenarios from product management
- Differentiate work with global tenders: Is it a specific use case close to the predicted scenarios or not?
- Acceptance of iteration cycles
To Summarize: From ...

Specifications ↔ Product

From formal to really applied quality
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To Summarize: ... to ...

Customer ↔ Internal Team

Giesecke & Devrient
security at work.

Thank You
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A Method for Modelling a Mature Process

Justin Kelleher,
University of Cape Town,
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jkr@cs.uct.ac.za

Abstract

This paper describes the creation and assessment of a software traceability process. The project is part of a larger research project at the University of Cape Town. The purpose of this paper is threefold. Firstly, we describe a method to model a software process. Secondly we describe a method for assessing the capability of this process using the ISO 15504 standard. Thirdly, we compare the process capabilities of our process to that of the Rational Unified Process.

We describe the modelling of a process metamodel called TRaceability Metamodel (TRAM). TRAM provides a language for the definition of the elements of the TRaceability Process (TRAP). The language used is based on the UML Software Process Engineering Metamodel (SPEM) specification which is defined by the Object Management Group. The goal of TRAP is to describe the implementation of software traceability across the product lifecycle. We describe the TRAP process which is a synthesis of best practices collected and developed in the course of the research programs activities which incorporates the best available requirements traceability techniques for telecommunications software projects.

We describe how we used the ISO 15504 framework in the assessment of the TRAP process. While ISO 15504 delineates a list of activities that should occur it does not to stipulate the order in which such activities should be carried out. This paper therefore proposes a process for modelling and assessing any software process.

We conclude with a comparison of the capabilities of the TRAP process to the capabilities of the Rational Unified Process.

Keywords
Traceability, ISO 15504, Rational Unified Process
1 Introduction

The goal of software engineering is "to build a software product or to enhance an existing one" [18]. It is the disciplined approach and application of engineering, science, and mathematical principles, methods and tools to the economical production of quality software [6]. The IEEE defines a process as "a sequence of steps performed for a given purpose" [7] The Software Engineering Institute [12] states that "An essential aspect of software engineering is the discipline it requires for a group of people to work together cooperatively to solve a common problem. Defined processes set the bounds for each person’s roles and responsibilities so that the collaboration is a successful and efficient one." Rational defines a process as "a set of partially ordered steps intended to reach a goal" [10]. In this paper, we introduce the TRAP (TRAceability Process) which describes the roles and work activities for the implementation of software traceability across the product development lifecycle.

Lee Osterweil wrote in 1987: "Software processes are software, too." [15]. This notion has become accurate given that over the past two decades, visual modelling has developed as an essential discipline in software engineering.

A metamodel is a precise definition of the constructs and rules needed for creating semantic model elements at a high level of abstraction. Current literature describes a metamodel as an architectural blueprint. The process metamodel developed in this project are abstract descriptions of the implementation of a software process which has traceability as a core best practice. The Unified Modelling Language (UML) is an Object Management Group (OMG) standard used for creating a metamodel(s) of software artefacts and processes. We combine the UML and the Software Process Engineering Metamodel (SPEM) specification which is also defined by Object Management Group (OMG) to describe the TRAM and the RUP metamodel. The SPEM describes a metamodel "as a concrete software development process or a family of related software development processes" [16]. To engage in successful product development, businesses must rigorously assess their processes. The ISO 15504 standard, formally known as SPICE (Software Process Improvement and Capability dEtermination) is a “framework for the assessment of software processes” [9] and was developed by the International Organization for Standardization (ISO). The TRAP software process capability describes the range of expected results that can be achieved by following the process. We propose a capability for the TRAP and the RUP processes. We then proceed to analyse the capability of the process against the ISO target process profile with the aim of identifying which of the processes has the better capability. The basic hypothesis of this paper is: "can we model software processes using UML and SPEM, create a process from the models and assess the capability of the process using the ISO 15504 standard?" In summary the purpose of this paper is to describe an effective process modelling and assessment approach for the software traceability domain.

2 Motivation For TRAceability Process (TRAP)

Analysing the current body of literature on software traceability, Marco Leon [14] noted that traceability usage is rare, stating, "It is a very valuable but seldom used technique in today’s development processes. Traceability analysis is rarer still in the internet development industry, where it is even more essential" Scott Ambler (1999), states “It’s rare to find a software project team that can honestly claim full requirements traceability throughout a project, especially if the team uses object-orientated technology”.

The IEEE has defined traceability as the identification and documentation of derivation paths (upward) and allocation or flow down paths (downward) of work products in the work product hierarchy [8] Gotel and Finkelstein have described traceability (1994) [5] as "The ability to describe and follow the life of a requirement, in both a forward and backward direction, i.e. from its origins, through its development and specification, to its subsequent deployment and use, and through periods of on-going refinement and iteration in any of these phases". Edwards and Howell (1991) [4] defined traceability as well,
commenting that it is a technique used to "provide a relationship between the requirements, the
design, and the final implementation of the system". Palmer (1997) [17] has noted that "traceability
gives essential assistance in understanding the relationships that exist within and across software
requirements, design and implementation". These relationships allow designers to demonstrate that
the design meets the requirements as well as aiding as aiding in early recognition of those
requirements not satisfied by the design. Palmer states that traceability sets out to show "how and why
system development products satisfy stakeholder requirements".

Two of the problems motivating the creation of a traceability process are, firstly there is no process in
existence which focuses on software traceability across the entire product lifecycle and secondly many
of the standards that mandate traceability do not provide a comprehensive guide explaining how to
implement this best practice. For example, the standards governing the development of systems for
the U.S. Government (e.g., MIL-STD-2167-A and MIL-STD-498 which replaces it (DoD, 1988)) require
the development of requirements traceability documents, but don’t mandate how to do so. Overall, the
practices and usefulness of traceability vary considerably across systems development efforts,
ranging from very simplistic practices aimed simply at satisfying the mandates to very comprehensive
traceability schemes used as an important tool for managing the systems development process.

TRAP is a process which can be adapted for any project. It describes the work products (traceability
items or artefacts), the roles involved in creating the work products and their traceability
responsibilities. The TRAP contains workflows conveying the development time for the product as a
sequence, the traceability best practices and traceability guidelines, traceability patterns, and the
range of traceability tools for seamless implementation of traceability in an organisation. The
backbone to this process is the list of traceability items and their corresponding traceability matrixes.

### 3 The Research Inputs

#### 3.1 Rational Unified Process (RUP)

The Rational Unified Process provides a process that can be customized to any software development
organization’s needs. A major characteristic of RUP is that it provides a disciplined approach to
assigning tasks and responsibilities. This characteristic of the process proved to be very useful when
we were assigning traceability tasks to the different roles. We decided to use RUP for two reasons.
Firstly, it is a process framework with many traceability activities defined which is supported by an
integrated tool suite. RequisitePro is a dedicated requirement management tool integrated with
supporting tools and process workflows. The desired result is an easy-to-use process. Secondly, the
RUP process model could be configured and adapted to satisfy our customers needs.

#### 3.2 Software Process Engineering Metamodel (SPEM)

SPEM is object-oriented specification which describes how to model a software process. UML is used
as the notation. The SPEM is a metamodel for defining processes and their components. A tool based
on SPEM is a tool for process authoring and customization.
3.3 Architecture of integrated Information Systems (ARIS)

The ARIS Toolset integrates new and existing modelling methods for modelling processes and providing the functionality for creating and evaluating our modelled processes. The ARIS architecture is the basis for the ARIS Toolset. [20] It also serves as an orientation framework for complex development projects due to the fact that in its structuring elements it contains an implicit procedural model for the development of integrated information systems. The result is a highly complex UML metamodel, integrating the view of processes, knowledge processing, organisational structures and information systems. We evaluated a number of commercial process modelling tools but accepted the ARIS Toolset because it has the following process modelling features:

- Object Process Modelling: Represent the static, structural and data-related aspects of a process.
- Dynamic Process Modelling: Illustrate the software development lifecycle in both time and behaviour. The sequence of operations is described by mapping the sequences of events.
- Functional Process Modelling: Clarify the transient and functional aspects of the process i.e. roles mapped to responsibilities.

3.4 Spice: ISO 15504

Several models of varying quality were studied: McCall [13], Boehm [1], FURPS, ISO 9126 [19], Dromey [3], ISO 15504 and CMM [11] with the intention of identifying those which possess aspects deemed to be important in a Systems Quality Model. James A. McCall [13] described the problems encountered when defining software quality and the best technique for establishing a framework for the measurement of software quality.

The ISO 15504 document suite has a set of categories in which the assessors can place the data that they collect during their assessment. The result is that the assessors can give an overall determination of the organisation's capabilities, which in this project is the capability to implement traceability in the product lifecycle.

We selected ISO 15504 for the following reasons:

- It encourages self-assessment.
- It produces a set of process ratings (a process profile) rather than a pass/fail result. This is essential when comparing two processes.
- It addresses the adequacy of the management of the assessed processes;
- It takes into account the context in which the assessed processes operate;
- It is appropriate across all application domains and sizes of organization.

One of the main reasons we used the ISO 15504 was because of its international recognition and acceptance as a process standard. ISO 15504 does not conflict with social, cultural or legislative expectations and requirements. The actual standards document for ISO 15504 is divided into 9 parts [9]. The ISO 15504 framework defines the process practices for software engineering organisations as well as the measurement criteria to determine process capability. It assists the software development organisation in planning, managing, monitoring, controlling and improving the acquisition, supply, development, operation, evolution and support of software. We utilize the framework by assessing the process capability of TRAP and RUP and comparing the results.

4 The Process Modelling Method
In this section we describe the method we followed to model and assess the TRAP and the RUP processes. Figure 1 illustrates the methodology that we followed.

Table 1 describes briefly each phase, the inputs to each phase and the related outputs. During Phase 1 and 2 we created an encyclopaedia of software traceability practices. We designed and implemented a random survey by sending out questionnaires and interviewing experts in the telecommunications industry. The survey gave the process team a broader picture of the traceability practices being performed. During the interviews, the participants were asked to describe their localised traceability practices with a special focus on the relationships between the work products produced.

<table>
<thead>
<tr>
<th>Development Stage</th>
<th>Data Inputs</th>
<th>Outputs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phase 1: Review Literature</td>
<td>ACM, IEEE, Academic research focus groups, experience documentation, ISO, Carnegie Mellon etc.</td>
<td>Repository of reusable literature or best practices for TRAP</td>
</tr>
<tr>
<td>Phase 2: Interview Questionnaires</td>
<td>Review the interview and questionnaire from focus groups on process modelling and software traceability</td>
<td>Identify critical traceability problems and create document list for TRAP process blueprint</td>
</tr>
<tr>
<td>Phase 3: Create TRAP RUP Metamodel</td>
<td>The RUP - TRAP process metamodel ISO TR 15504 Software Process Engineering Metamodel (SPEM)</td>
<td>RUP and TRAP metamodel (work products, activities, guidelines, work flows, best practices)</td>
</tr>
<tr>
<td>Phase 4: Create Assessment Model</td>
<td>ISO 15504 Software Process Engineering Metamodel (SPEM)</td>
<td>TRAP and RUP process capability and maturity assessment report</td>
</tr>
<tr>
<td>Phase 5</td>
<td>Questionnaire</td>
<td>TRAP and RUP process capability and maturity assessment report</td>
</tr>
<tr>
<td>Phase 6</td>
<td>Review and validation of work with focus group</td>
<td>Approval report</td>
</tr>
</tbody>
</table>

Table 1: The Phases in the Method

During phase 3 we model the TRAP and RUP metamodel. Figure 2 depicts the three layered abstract modelling architecture defined by SPEM. The three layers are described as:

- Level M2: The separate metamodel(s) of TRAP and RUP. The metamodel(s) at level M2 is compatible with the reference model defined in 15504-2 and the metamodel in SPEM, so that a common basis for judgment was employed.
Experience Session 7: SPI and Processes

- Level M1: The process definition. For example, RUP is defined at level M1. We adapt and configure a level M1 process for a process enactment at level M0.
- Level M0: A process enactment or instance, i.e. a process in production in a specific project.

Figure 2: SPEM 3 Layered Architecture

5 The Assessment Method

This section presents the assessment methodology we followed. Figure 3 below illustrates the TRAP and RUP assessment steps:

- Review the assessment input
- Select the process instances
- Determine the actual ratings
- Determine derived ratings
- Validate the ratings

Figure 3: TRAP and RUP Assessment Steps

Review Assessment Input
Assessment purpose: Traceability
Assessment scope:
- Customer & Engineering
- Telecom 3G

TRAP & RUP Metamodel
Purpose: Traceability
Attributes:
- Work product management attribute
- Performance management attribute

1. Reviewing the assessment input
2. Selecting the process instances
3. Determining derived ratings
4. Validating the ratings

TRAP & RUP Process Capability Determination
TRAP Process Improvement

Target capability profiles from process capability determination
5.1 Review the assessment input

**Purpose:** We designed and documented a unique assessment process for this research project. The main purpose was to assess the capability of the TRAP process and compare its capability to the RUP.

**Scope:** TRAP has traceability as the core engineering practices. Therefore we decided to limit the scope of the TRAM metamodel and corresponding TRAP process to the primary lifecycle process categories:

- The *Customer-Supplier* process category consists of processes that directly impact the customer, support development and transition of the software to the customer, and provide for the correct operation and use of the software product. The survey and interview results revealed that traceability to customer requirements is an important practice.

- The *Engineering* process category consists of processes that directly specify, implement or maintain the software product, its traceability to the system and its customer documentation.

A base practice is an activity that addresses the purpose of a particular process. For example tracing test cases to customer requirements is a base practice in the customer compliance process. Consistently performing the tracing practice associated with the compliance process will help to consistently achieve customer compliance. In Table 2 a coherent set of base practices is associated with each process in the process dimension. Management practices relate to the process attributes defined in the process capability dimension of the reference model. Evidence of their effective performance supports the judgement of the degree of achievement of the attribute. Management practices are the principal indicators of process capability. The set of management practices is intended to be applicable to all processes in the process dimension of the model. Evidence of the performance of the defined management practices can be derived from the practice performance characteristics.
Table 2: TRAP Process Dimension and Base Practices

<table>
<thead>
<tr>
<th>Process Category</th>
<th>Base Practice</th>
</tr>
</thead>
<tbody>
<tr>
<td>Customer-Supplier:</td>
<td>CUS.1.1.BP1: Prepare and negotiate contract.</td>
</tr>
<tr>
<td>CUS.1.1 Acquisition Preparation Process</td>
<td>CUS.1.1.BP4: Define acceptance criteria.</td>
</tr>
<tr>
<td>CUS.1.4 Customer Acceptance Process</td>
<td>CUS.1.4.BP1: Evaluate the delivered product.</td>
</tr>
<tr>
<td>CUS.3 Requirements Elicitation Process</td>
<td>CUS.1.4.BP2: Accept the delivered product.</td>
</tr>
<tr>
<td></td>
<td>CUS.3.BP1: Obtain customer requirements and requests.</td>
</tr>
<tr>
<td></td>
<td>CUS.3.BP2: Agree on requirements.</td>
</tr>
<tr>
<td></td>
<td>CUS.3.BP3: Establish customer requirements baseline.</td>
</tr>
<tr>
<td></td>
<td>CUS.3.BP4: Manage customer requirements changes.</td>
</tr>
<tr>
<td>ENG.1 Develop system requirements &amp; design</td>
<td>ENG.1.1 BP Specify system requirements.</td>
</tr>
<tr>
<td>ENG.2 Develop software requirements</td>
<td>ENG.1.2 BP Describe system architecture.</td>
</tr>
<tr>
<td>ENG.3 Develop software design</td>
<td>ENG.1.3 BP Allocate requirements.</td>
</tr>
<tr>
<td>ENG.4 Implement software design</td>
<td>ENG.1.4 BP Determine release strategy.</td>
</tr>
<tr>
<td>ENG.5 Integrate and test software</td>
<td>ENG.1.1 BP7: Establish traceability.</td>
</tr>
<tr>
<td>ENG.6 Integrate and test system</td>
<td>ENG.2.1 BP Determine software requirements.</td>
</tr>
<tr>
<td>ENG.7 Maintain system and software</td>
<td>ENG.2.2 BP Analyse software requirements.</td>
</tr>
<tr>
<td></td>
<td>ENG.2.3 BP Determine operating environment impact.</td>
</tr>
<tr>
<td></td>
<td>ENG.2.4 BP Evaluate requirements with customer.</td>
</tr>
<tr>
<td></td>
<td>ENG.2.5 BP Update requirements for next iteration.</td>
</tr>
<tr>
<td></td>
<td>ENG.3.1 BP Develop software architectural design.</td>
</tr>
<tr>
<td></td>
<td>ENG.3.2 BP Design interfaces at top level.</td>
</tr>
<tr>
<td></td>
<td>ENG.3.3 BP Develop detailed design.</td>
</tr>
<tr>
<td></td>
<td>ENG.3.4 BP Establish traceability.</td>
</tr>
<tr>
<td></td>
<td>ENG.4.1 BP Develop software units.</td>
</tr>
<tr>
<td></td>
<td>ENG.4.2 BP Develop unit verification procedures.</td>
</tr>
<tr>
<td></td>
<td>ENG.4.3 BP Verify the software units.</td>
</tr>
<tr>
<td></td>
<td>ENG.5.2 BP: Build aggregates of software units.</td>
</tr>
<tr>
<td></td>
<td>ENG.5.5 BP Develop tests for software.</td>
</tr>
<tr>
<td></td>
<td>ENG.5.6 BP Test integrated software.</td>
</tr>
</tbody>
</table>

5.2 Select the process instances

We identified the process instances for the assessment using ISO 15504-3. The TRAP software process model is an abstract representation of the way people work. Because different projects have varying levels of adherence to the model, its specific realisations on each project are called process instances. In order to provide a consistent basis for assessment, part two of the ISO 15504 document suite establishes a process model that is representative of the software process as a whole.

5.3 Determine the actual ratings

In addition to reviewing the scales and actual results of the assessment, this section shows how the actual rating was performed. The assessment was implemented as workshop sessions. We determined the capability of TRAP and RUP against the reference model described in ISO/IEC 15504-2. Processes in the reference model are grouped according to the type of activity they address. Each process has a defined purpose describing the high-level objectives that the process should achieve. The purpose statements describe what to do, but do not prescribe how the process should achieve its objectives. Although the reference model contained in ISO 15504-2 covers a range of processes applicable to the software process, we evaluated the capabilities of TRAP and RUP only for the processes related to traceability. We determined the process capability in a systematic assessment and analysis of the TRAP and RUP software processes, carried out with the aim of identifying the strengths, weaknesses and risks associated with deploying the traceability process. The output of a process capability determination is the process capability report. It summarizes, for each key process included within the target capability statement, strengths and weaknesses expressed in terms of...
process attribute gaps, and the risks associated with each.

We defined the process attributes, their rating scale, and the process capabilities levels. The process attributes were used to determine whether a process has reached a given capability. Each attribute measures a particular aspect of the process capability. The attributes are themselves measured on a percentage scale and therefore provide a more detailed insight into the specific aspects of process capability required to support process improvement and capability determination. The rating scale is a percentage scale from zero to one hundred percent that represents the extent of achievement of the attribute.

The ratings are as follows:

- **N** Not achieved: 0% to 15% - There is little or no evidence of achievement of the defined attribute in the assessed process.
- **P** Partially achieved: 16% to 50% - There is evidence of a sound systematic approach to and achievement of the defined attribute in the assessed process. Some aspects of achievement may be unpredictable.
- **L** Largely achieved: 51% to 85% - There is evidence of a sound systematic approach to and significant achievement of the defined attribute in the assessed process. Performance of the process may vary in some areas or work units.
- **F** Fully achieved: 86% to 100% - There is evidence of a complete and systematic approach to and full achievement of the defined attribute in the assessed process. No significant weaknesses exist across the defined organizational unit.

In order to rate a process one must decide what the process indicators are. An indicator is defined as an objective attribute or characteristic of a practice or work product that supports the judgement of the performance or capability of an implemented process. We defined Traceability indicators which confirmed that certain traceability practices were performed. The existence of base practices, work products, and work product characteristics, provide evidence of the performance of the processes associated with them. Similarly, the existence of management practices provides evidence of process capability.

Management practices relate to the process attributes defined in the process capability dimension of the reference model. Evidence of their effective performance supports the judgement of the degree of achievement of the attribute. Management practices are the principal indicators of process capability.

For example TRAP has work product management as one of its process attributes. The indicators for this managed practice is to maintain the traceability of functional, non-functional and quality requirements, maintain work products under configuration management and baseline copies of the work product for the process correspond to the project’s current development status.

We established the TRAP and RUP ratings as follows. Firstly, adequacy ratings (F, L, P or N) were determined for all base practices and for all generic practices with respect to each base practice. Then the ratings were converted to percentages by dividing for each capability level (1 to 5) the amount of ratings on each adequacy level (F, L, P or N) with the amount of ratings within that capability level. The resulting percentages were then used to create diagrams and to derive further ratings. Figure 4 shows the determined capability results of TRAP and RUP.

### 5.4 Validating the ratings

We used self assessment of the TRAP and RUP process. We are currently validating our results using an independent assessor. The TRAP process metamodel has been configured for process enactment and is currently being tested by a number of local companies in Cape Town.

### 6 Findings of Assessment
We classified TRAP and RUP into similar categories as ISO 15504 to simplify the assessment results. The following are the TRAP processes capabilities:

**Level 1** *The software design and implementation processes.* The TRAP process performance attribute is that the process transforms the identifiable input work products to produce identifiable output work products. The traceability relationships are difficult to identify and represent due to the complexity of the design models and implemented code. The TRAP managed practices ensured that the work products are produced. We conclude that traceability is difficult to describe at the design and implementation levels.

**Level 2** *The customer acquisition and preparation process and the engineering process for the integration and testing of the software* were determined at the capability level 2. The TRAP process described the requirement (functional and non-functional) work products, how to document and control these work products, the traceability dependencies among the work products and how to control changes to the requirements.

**Level 3** *The requirement elicitation process, the architectural requirement process and the software requirements process* were determined as Level 3. These processes satisfied the work product management attribute but also the process resource attribute. TRAP described the roles involved in software traceability, their corresponding responsibilities and competencies required for performing the traceability process and the process infrastructure required for performing the traceability process was identified.

The results for the RUP capability determination were:

**Level 1** *The customer acquisition and preparation process and the software design and implementation processes.* The customer acquisition process is poorly defined in RUP. However, the process performance attribute that the process transforms the identifiable input work products to produce identifiable output work products was true. Like in TRAP the traceability relationships were difficult to identify and represent due to the complexity of the design models and implemented code.

**Level 2** *The customer requirements elicitation process, the system and software requirements process and the integration and test process* were determined to have a level 2 rating. We determined that the requirements and testing discipline are the two most mature process disciplines in RUP. The integration between the requirement management and test management environments was taken into consideration in its process rating.

Traceability is a poorly defined practice in RUP. For example, RUP describes the management of traceability dependencies in the requirements discipline but omits this practice in the business modelling discipline.
**TRAP Process Dimension**

<table>
<thead>
<tr>
<th>Capability Level 1</th>
<th>Capability Level 2</th>
<th>Capability Level 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cus 1: Customer acquisition preparation process</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cus 2: Customer acquisition process</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cus 3: Customer requirements elicitation process</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eng. 1: Develop system requirements and design</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ENG.2 Develop software requirements</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ENG.3 Develop software design</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ENG.4 Implement software design</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ENG.5 Integrate and test software</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**RUP Process Dimension**

<table>
<thead>
<tr>
<th>Capability Level 1</th>
<th>Capability Level 2</th>
<th>Capability Level 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cus 1: Customer acquisition preparation process</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cus 2: Customer acquisition process</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cus 3: Customer requirements elicitation process</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eng. 1: Develop system requirements and design</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ENG.2 Develop software requirements</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ENG.3 Develop software design</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ENG.4 Implement software design</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ENG.5 Integrate and test software</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 4: TRAP Process Dimension and Base Practices

**7 TRAP Process Outcome**

TRAP is intended to provide project managers and requirements engineers with a standardised and efficient means of handling requirements through the full product development life cycle. In particular the process is intended to encourage and support the handling of traceability in an iterative development context. TRAP incorporates the best available requirements traceability techniques for telecommunications software projects in any open systems domain. TRAP is structured as a sequence of high level workflows. Each workflow is broken into discrete steps supported by descriptions of traceability activities, roles and artefacts associated with each step. As the workflows and steps are organised in chronological sequence within the product development life cycle, the process should ideally be read in sequence. Workflow diagrams and descriptions are extensively enabled with hyperlinks to also facilitate nonlinear navigation within the process. In Figure 5 below we see an example taken from TRAP of the requirement engineering traceability activities, the input artefacts, the output artefacts and the tool environment for a local enactment.
8 Conclusion

This paper is part of a larger research project on requirement traceability in the product lifecycle, with the research being undertaken in the University of Cape Town and the process enactments occurring in small and medium enterprises in Cape Town. The overall goals of this project and TRAP is to encourage organizations interested in improving their processes and in particular their traceability practices to employ reliable methods for creating and assessing their process. This paper establishes a common framework for expressing the process capability ratings for a 15504-conformant assessment and it provides models and methods for building a traceability process.

To overcome the problems of process reusability we recommend that organisations begin by creating a configurable process metamodel. The Object Management Group (OMG) defines a three-layered architecture for process modelling. Our research proposes that the Object Management Group specification SPEM is a suitable best of breed process modelling specification. The TRAP process metamodel we generated provides a language for describing the elements of the process. We supported the metamodel with a process authoring tool which publishes product lifecycle process configurations as a web site for practitioners to access.

We defined TRAP to have traceability as its core base practice. TRAP was evaluated to have a high capability level. We assessed RUP under similar conditions. While RUP has evolved into a rich family of integrated software-engineering process products we conclude that it does not support traceability consistently across the entire software development lifecycle. For example, RUP describes the activities associated with traceability in the requirements discipline but does not discuss traceability during the deployment phase. One of the outcomes of our assessment of RUP is that we deem many of its core practices asymmetrical and inconsistent. IBM have made few changes to the RUP workflows and activities over the past few years. We recommend that RUP undergo an independent ISO 15504 assessment and that IBM publish the results or make the necessary process improvements to maintain its position as a leading commercial process framework.

Overall we encountered many problems in interpreting the ISO 15504 models, due to the volume and complexity of the document suite. Our intention was to create and evaluate a simple traceability process and while ISO 15504 is a complete framework we conclude that the effort we put in using the framework is not reflected in the results we obtained. The most interesting and valid data came from the observations and interviews with industrial experts. We therefore argue that the ISO 15504 framework needs to be streamlined and abridged for more agile approaches.
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Abstract

Majority of current methods for process modeling utilize a centralized approach in which group of experts (process engineers) work with the agents to analyze, understand, model and improve organization's processes. This paper proposes a method for organizations where the responsibility of understanding, modeling and improving software processes is delegated to the agents (individuals or teams) that actually perform the processes. Proposed method is demonstrated through a sample process.

Keywords

1 Introduction

We have successfully utilized process models to better understand, analyze and communicate organizational knowledge. In many fields of organizational life such as creating process scripts for workers to follow, establishing quality manuals, assessing and identifying added value, establishing control mechanisms, automating workflow and identifying software requirements we observe process modeling as a core activity. As a result, process models are viewed as one of the most valuable assets of organizations.

The growth of information society increased the significance of knowledge which in turn increased the importance of process models. Information society has also increased a wider distribution of knowledge and expertise within the organization and society as a whole [7]. The results of wider distribution of knowledge also enables (and requires at the same time) organizations to change more frequently and to change much faster. The process model infrastructure of the organizations of information society therefore should enable frequent and rapid changes.

In the society, where knowledge is the primary resource for individuals and for the economy, many researchers agree that the traditional structures of organizations are not appropriate for creating products and services that require knowledge work and its integration [7], [3], [17]. According to Senge [17], the unified premise of quality movement is “to make continual learning a way of organizational life, especially improving the performance of the organization as a total system”. Senge acknowledges that this can be achievable if traditional authoritarian, command-and-control hierarchy -where the top thinks and the local acts- is broken. Merging thinking and acting at all levels is necessary. One of the first prerequisites of this achievement is removing impediments disempowering the workers. In knowledge based environments the greatest knowledge is at the bottom where it is created. Software engineers feel that they require some autonomy in planning, executing and controlling their work and applying their knowledge without close supervision [19]. The studies by Sommerville [19] show that these professionals require some control over their work activities and strongly resent particular work practices imposed by the organization unless they participate in the design of that process. Armour identified many problems that might arise when process is developed by people who do not actually employ it [2].

Process modeling traditionally performed by a group of experts (process group, or process engineers [2]), who work with the individuals -actually performing the activities- one by one in order to analyze, understand, define and improve organization's processes. It usually takes months to model an organization's processes from scratch and once processes are considered stable it is not desired to change them frequently. We need new approaches that enable processes to be modeled in the order of days. In fact, ideally, not only modeling but the whole process improvement cycle should be performed in days. Such a rapidly changing process infrastructure also require new methods for decision making, process enactment as well as application of traditional tools with a new insight.

Agent-based concurrent business process modeling (ABC-BPM) is an approach where the responsibility of understanding, modeling and improving the processes is delegated to individuals or teams that actually perform the processes. We view organizations as a set of autonomous, interacting and collaborating units (agents), which own their tasks, information and resources involved in the process. They perform their processes concurrently and interact when needed. The individual process models form the organization’s process network. This is more suited for organizations where knowledge workers are integrated and collaborate for production. They interact and collaborate among themselves and with computerized tools. Therefore, software engineering organizations are excellent candidates.

We believe that a method that enables agents model their business processes gives a better reflection of the actual processes. Since process modeling is performed concurrently by all agents, it would require less time to develop and 'maintain' the entire organization’s process model. It would provide a better mechanism for improvement initiated at the bottom and concurrently spread over the organization.

In this paper, we propose a method that will provide perception and consciousness of an agent over
its activities, and awareness for identifying the part it is representing in the puzzle. By modeling the interface (dependency requirements) between its suppliers and consumers of the outcome of its activities, it acquires a better understanding of its goals and objectives of performing such processes. This approach takes the responsibility of process improvement from process engineers to all agents of an organization which enables improvement to be owned and performed continuously and totally rather than discretely and in partial fashion as in traditional approaches.

The remainder of this paper is structured as follows: In section Fehler! Verweisquelle konnte nicht gefunden werden., we discuss the related research. After introducing the method (in section Fehler! Verweisquelle konnte nicht gefunden werden.), in section Fehler! Verweisquelle konnte nicht gefunden werden., we give a short exemplar study demonstrating how we can utilize the model with a process modeling notation.

2 Related Work

The concept of distributed process modeling is studied for two distinct purposes during the last decade: Process modeling and enactment and requirements elicitation.

Most of the existing process modeling and enactment approaches assume (explicitly or implicitly) central specification and execution of processes (PADM [5], SPADE [4], Process Weaver [12], MARVEL [11], etc.). In general, a central server provides functionality for process modeling, and a process enactment engine runs the models, records execution, supports task automation and tool integration where necessary.

RAD (roles activity diagram) approach introduced by Quid [16] is one of the few approaches that places the role concept at the center of the modeling. The Riva method (formerly STRIM) [16] proposes a number of steps to be followed for process modeling using RADs. The approach focuses on the interaction between roles which ease the modeling of concurrent engineering processes [14]. However, due to the type of constructs it uses, pure RADs are not fully applicable to our approach.

The idea of agents modeling their activities in a decentralized manner is proposed by Demirors as the "Horizontal Change Approach (HOC-A)" [6] to manage change in software development organizations. In HOC-A, process modeling and change are performed in a decentralized manner concurrently by all the members of the organizations. In this sense, it is similar to neural networks in which the overall goal is achieved collectively without direction or structuring effort at any specific organizational level.

ABC-PBM shares common points on the methods and the tools that are utilized in 'ViewPoints' [8], [15] or 'view-based approaches' employed in requirements engineering and process elicitation research areas. 'Each ViewPoint encapsulates partial knowledge about a system and its domain - expressed in a suitable representation scheme - together with partial knowledge about the overall process of development' [15]. The framework is based on the idea that, the construction of a complex description or model involves many agents who have different perspectives or views of the artifact or system they are trying to describe [9].

CORE (Controlled Requirements Expression) [13] method is one of the earliest requirements analysis and specification method that provides prescriptive guidelines on specifying and analyzing system requirements based on viewpoints. The phases of the method comprise the definition of the problem, viewpoint identification and gathering and documenting information about each viewpoint. Each viewpoint is described with a tabular collection diagram, where the sources of inputs and the destination of outputs to each action performed by each viewpoint are identified and inconsistencies are identified based on these interactions. However, in tabular collections diagrams, behavioral representation of the process, which is a requirement in our approach, is limited.

Verlage is one of the first that introduced a formalization of core requirements of view based process elicitation [20]. He proposed the following steps for eliciting a model from different views: independent modeling of views, detecting similarities between views, detecting inconsistencies between views, and merging views.

Turgeon and Madhavji [21] have proposed a prototype tool called V-Elicit that helps to elicit process
models from multiple sources or views. Works by Verlage and Turgeon & Madhavji are in parallel in many points. However, Turgeon & Madhavji's work on multi view process elicitation is one of the most complete approaches with an available tool support. V-elicit tool responses a larger set of requirements. However, there are still issues, such as common element identification, that require further enhancements.

The critical difference between ABC-BPM and view based approaches lies in the way they perceive the process of process modeling. In view-based approaches, process modeling is still performed centrally by a process engineering group who is responsible to understand, elicit, model, maintain and improve the processes. Conflicts are generally not communicated and this crucial knowledge is not disseminated to the organization. ABC-BPM's strength lies in the idea of delegating these responsibilities to the agent that enact their processes. It is only then; agents communicate, surface implicit assumptions and resolve conflicts. These characteristics pose unique challenges and necessitate unique requirements that should be answered with a framework. Although the tools and the methods we discussed above meet certain requirements, there are unique constraints that are yet unfulfilled.

3 A Method for ABC-BPM

The main contribution of this paper is the proposed method that guides an organization in performing agent-based concurrent business process modeling. Tool support for automating and supporting some of the activities of the method proposed is necessary. It supports the agents in representing their activities with a suitable process modeling notation.

We assume knowledge workers to have knowledge and organizational environment that provide empowerment and motivation to continuously improve their processes. Therefore we consider modeling to be the very basic part of their responsibilities rather than an additional burden loaded on daily work activities. From agents' perspective, it is an enabler for them to think, understand, define and improve their own processes.

3.1 Agents and Processes

An agent is an object in an organization which has activities assigned as responsibilities in a business context. It can be an individual, a group, a team, a functional unit, board, or an application system, that carries out a set of activities (participates in a process) in order to accomplish one or more business objectives.

We may also talk about information sources, which might represent a library, an application system or any other information source that provides necessary information an agent requires and stores for further needs. It is conceptually comparable to 'data stores' used in data flow diagrams (DFD) [10].

In ABC-BPM, agents are responsible for three distinct roles; modeling, change and enactment. With respect to responsibility, we can distinguish three types of agents:

- Active agents are development agents who are responsible for concurrently modeling, improving and enacting their own processes.
- Inactive agents are agents who interact with active agents but left out of the scope of process modeling and definition procedure due to some certain reasons. An inactive agent might be an external role to an organization (customer, supplier, etc.) or an internal function whose processes cannot be controlled or are of no interest.
- Process agents primarily have two important responsibilities. First they represent the voice of the inactive agents and information sources during consistency management. The interactions between inactive agents and active agents (which are modeled by active agents) should also be checked and validated. This is also true for the interactions between information sources and active agents. Second, they are the owners of the meta-process; where they are responsible from
the successful application of this method. They guide active agents mainly in process modeling and maintaining the process network.

3.2 Phases of the Method

Figure 1 illustrates activities of the method and data flow among them. Although the phases are presented sequentially, modeling is an iterative process.

3.2.1 Preparation.

This stage sets up the organization for ABC-BPM. This is the phase where a ‘process agents’ team’ plays the key role. The goal is to achieve a structural frame of the organization in terms of the high level process network, related agents (roles) and their organization.

**Definition of Aim and Scope.** An organization initiates the method by defining the aim and scope of process modeling. First, process agents’ team and other stakeholders (which may include active agents) set organization’s intentions to model its processes. These intentions should be aligned with the vision and mission of the company and they should serve one or more goals. As in any other similar undertakings in an organization, the support from upper level management is critical. Therefore, all stakeholders and related functional units should have a clear understanding and consensus about the aim and scope of this initiative. The scope of the process modeling helps identifying the boundaries of the processes to be modeled and the agents that will participate in modeling.

**Agent Identification and Organization.** With the scope determined in prior step, process agents’ team identifies the active and inactive agents as well as their relationship (in structural terms). In order to represent this structure we use diagrams similar to the organizational charts.

One of the two fundamental products of this step is the ‘agent (role)-process matrix’ which represents the identified agents and the list of processes they participate with. Each participant should have a
consensus over the information depicted on diagrams. The outputs of these steps are subject to changes and improvements as active agents begin individual process modeling. Change proposals by active agents are communicated with the team of process agents and if accepted reflected on the models (organization diagram, agent-process matrix) and communicated though the organization by process agents. If necessary, active agents are subject to training by process agents before they proceed to modeling.

3.2.2 Process Description.

This stage forms the hearth of the method. As the aim and scope of process modeling are established and agent organization and their associated processes are identified, concurrent process modeling commences. This stage is a continuous activity specifically when the main objective for process modeling is process improvement.

**Individual Process Modeling.** All participants, as being one or more agents, begin to model their activities in parallel. They use the notation for describing the behavior of the processes that they are associated with in the first phase. The notation is based on eEPCs (extended Event Driven Process Chain) \[18\] and tabular collection diagrams used in CORE \[13\], \[15\]. eEPCs are semi-formal and widely accepted in practice. The main constructs are functions and events. An event can trigger a function or a function can produce an event so combinations of events and functions in a sequence produce event-process chains. In order to represent control relationship between triggering events and functions, logical operators are used. Data and organization view of business processes are also represented in eEPCs. Similar to the concept in tabular collection diagrams, we wanted agents to represent the sources of inputs and the destination of outputs to and from each action they perform and used eEPCs accordingly.

**Inconsistency Identification and Conflict Resolution.** In case of conflicts, which manifest themselves as inconsistencies among individual process models, agents communicate and share related issues. If necessary, they negotiate and resolve conflicts. Our primary concern in consistency management is the inconsistencies that might arise between agent’s process models (inter-consistency).

Our approach expects each agent to model its processes and the expectations from neighbor agents. The models are consistent if all interacting agents fulfill their expectations from each other. We presume that there is an inconsistency between two individual process models if the interaction modeled by one of the agents is incompliant with the one modeled by the other. The interaction refers to the information (message) received or sent between two agents or an activity performed collaboratively by two or more agents. The method does not offer a protocol for inter agent communication and negotiation, but, a tool, first, can provide the necessary functions for identifying inconsistencies between individual process models; second can provide functionalities (messaging, chat, etc.) that facilitate the negotiation to resolve conflicts. With an agreement, agents change (re-model) their activities in order to reflect the solution and establish the consistency among models. Automated conflict resolution is by no means applicable in these cases.

3.2.3 Analysis.

This task comprises a set of activities performed in order to gain insight into the way the organization works, pinpoint problems and inefficiencies, identify improvement opportunities, and finally recommend changes and improvements. Analysis activities can be performed at any time after individual process models are complete and consistent.

**Process Integration and Analysis.** Process integration comprises the activities that combine ‘consistent’ individual process models to form the process network and visualize the interactions. It is performed to obtain the big picture of the activities performed by all agents. Agent dependencies can also be analyzed to understand the interaction and dependencies within agents in order to uncover the effects of any change or improvement proposal. These analyses are used to identify problems and drawbacks of current execution of processes and to identify improvement opportunities. A tool that automates process integration and the generation of dependency diagrams are of great value to agents.

**Proposing Process Change/Improvement.** Change and improvement suggestions from agents are
communicated and negotiated between related agents and reflected in individual process models. Process-agents are responsible for understanding the need for analysis and improvement, and supplying and improving the techniques to agents. All suggestions are feedback to 'description' and 'preparation' phases as recommended modifications.

4 An Example – Review Process

In this section, we demonstrate the use of the proposed method (and the notation) by going through a review process of a small software organization. The primary objective of presenting this example is assessing the applicability and usability of the method rather than providing a validation of the framework. As a limitation, concurrent process modeling could not be achieved completely in desired manner since individual process modeling is performed asynchronously with one of the authors of the paper. However, this very first example shed light both on the applicability of the method and on the usability of the notation. We used ARIS Toolset [1] for modeling and representing processes. We have been developing an add-on to the tool for identifying inconsistencies and automated process generation (process integration, dependency diagrams, etc.).

**Preparation:** We model this example process with the aim of representing it on a model that will facilitate agents understanding and communication. Participating agents will share a common representational format and the model will guide agents in future performances of the process. Figure 2 presents the agent-process matrix where the identified agents are mapped with the processes. For this example, since only one process is under consideration, the extent of information provided on this diagram is limited.

![Agent-Process Matrix (Review Process)](image)

Agents participating in the process are identified and are depicted in an organization diagram (Figure 3). In this scope, there are the project manager; as an inactive agent; and the review team agent composed of two active agents (role).

![Agent Organization Diagram (Review Process)](image)

**Process Description:** Figure 4 presents a fragment of the individual process model of the Review Team Leader agent. Likewise in the figure, all agents identified in previous phase represent their activities in such models.

In this example, as noted above, one of the authors of the paper acted as the agents participating in this process. In order to decrease the bias associated, we left three days between modeling of each agent’s activities. The activities of each agent are represented with the notation where interaction expectations from other agents are also modeled. For example, as the review team leader agent, the activities performed and ingoing/outgoing information from these activities are represented. Where applicable, the sources or destinations (agents or information sources) of these information containers (documents, messages, etc.) are indicated. While doing this, the expectations, if available, modeled by other agents (in this case only ‘reviewer team member’) are also taken into consideration in order to come up with a set of inter-consistent process models. In real cases, where there is a conflicting
expectation, agents communicate and solve the issue and reflect the change onto their models. The modeling tool helps the agents to review the expectations modeled by other agents by aggregating related information from other agents' individual process models (e.g., information that is consumed or demanded from and information that is supplied to related agent, activities that are performed together.

![Diagram of the process model of "Review Team Leader" (Review Process)](image)

Figure 4. A Fragment of the process model of "Review Team Leader" (Review Process)

There were also cases where, in an agent's model, an information container that is expected to be input to another agent's activities is not present in the destination agent's model. In general, this might be caused due to several reasons. In case of simple mistakes (naming, representation, etc.), an inconsistency can be handled without communication taking place between agents. However, if both sides insist on their position, which results in a conceptual disagreement, it becomes a conflict [15]. In this case, they should communicate and negotiate in order to solve the issue.

Due to the extent of the activities involved, modeling the activities of review team leader's took relatively longer. If we assume that agents model their activities concurrently, total time for process description phase is the time for modeling editor's activities and the time devoted for solving
inconsistencies. In real cases, if necessary, one should also consider the time devoted for training agents for learning the formalism.

**Analysis:** Having agents modeled their activities and came up with a complete and consistent individual process models, we integrated them to demonstrate the entire model of the process. Figure 5 displays a fragment of the integrated model. In order to facilitate understanding, we also generated agent dependency diagrams (Figure 6). As seen on the figure dependency diagrams can be generated with different levels based on the relationships modeled on the organization diagrams.

Although this was not the case for this example for now, both the integration of models and generation of dependency diagrams can be automated once individual process models are complete and consistent. Interaction points of the individual models are clear (information items sent/received, and activities performed together). In the integrated model, an additional swim-lane -belonging to both agents- is added to represent the activities performed collaboratively.
Figure 5. A Fragment of the Integrated Process Model (Review Process)
5 Conclusion and Future Work

In this paper, we focused on a guiding method for organizations to perform agent-based concurrent process modeling. Utilizing such a method has number of advantages. First of all, due to the concurrency in process modeling, it would eventually require less time to develop and ‘maintain’ the organization process model. It covers all agents and their activities participating in processes and considering their viewpoints in processes would decrease the chance of incompleteness in the models. It would provide a better mechanism for handling changes in the processes (traceability on a process change is inherently tackled). Once models are complete and consistent, it provides process analysis to be performed from multiple on different abstraction levels. The approach will not only direct agents to process thinking but also will facilitate the communication among agents in the organization. This will serve to uncover implicit assumptions and misunderstandings, and will provide faster knowledge spread over the organization.

An organization that decides to perform agent-based concurrent process modeling should be concerned about the challenges that will be faced off and the assumptions of the method that it will utilize. In order the method to be successful, first, agents participating in the processes should have adequate knowledge of how they perform their activities. This requirement, in essence, can also be considered as one of the fundamental characteristics a knowledge based organization should possess. The success of the method is also determined by the ability of the agents to demonstrate their process knowledge in a process model using the defined notation. The motivation of an agent to participate and communicate with other agents to resolve conflicts would also have significant effects on the desired level of achievement. These two challenges are areas in which process agents play crucial roles. They should be able to control the process modeling activities throughout the whole cycle. They guide and motivate agents and they act as the primary means of catalysts among agents. The degree of involvement of upper management is also important in this context as it is in almost all organizational undertakings. We presume that agents promote the mission and vision of their organization. Process agents also have a significant role of maintaining the top view of the organization in order to understand the big picture and capture high level improvement opportunities. Process agents may guide and direct agents towards improving their processes with respect to this type of organizational change requests.

Tool support for automating and supporting some of the activities of the methodology is desired. It will ease the modeling of individual processes using the methodology and its integral notation. It should mainly provide functionalities that enable agents to model their processes using the process modeling notation; identify and highlight inconsistencies between individual models; provide functions for inter agent communication and negotiation; and, finally provide agents with a number of process analysis instruments (model integration, semantic check, generation of dependency diagrams, etc.) to verify the models and identify improvement opportunities. Having defined its top level requirements, we developed the parts satisfying the most critical requirements of the tool. We are enhancing the tool also by using it on a real life case study. As a future work, we will extend and enhance the method by performing case studies in several organizations.
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Abstract

This paper outlines a case study where process improvement has been combined with innovation management strategies. This approach is a key success factor in industry because process improvement without regarding product innovation would in the long term stabilise existing cash cow productions but would not unleash new product ideas. However, new product concepts are necessary to win a competitive advantage on the market.

Concerning process improvement the case study based on ISO 15504. Concerning innovation skills and processes the case study based on the results of three former projects: (1) CREDIT (MM 1032, 1998 – 2001) developing a multi-user Intra/Internet based assessment platform for skills and process assessments, (2) ORGANIC (Leonardo da Vinci, 2003 – 2006) developing a training program for required skills in innovation management, and (3) SOQRATES (originally Bavarian state funded in 2003 and later funded by a group of leading firms in central Europe) comprising task forces shared across companies to exchange process improvement knowledge and jointly collaborate on synergies and improvements.
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1 The Approach

ISO 15504 Process Requirements Elicitation. The exemplar assessment model ISO 15504-5 expects that requirements scenarios are analysed, different product platform scenarios are analysed, and requirements are assigned to releases and future product platforms. This creates a pro-active focus towards future products and their functionality.

The innovation process CRM (Customer Relationship Management) looks at the same from a more holistic approach (not only process related) including CRM processes, participative models including customers, knowledge management strategies for collecting and sharing product ideas/requirements, and establishing long term mutually beneficial partnership/service strategies.

Figure 1: Model for Combining Innovation Aspects and Process Improvement

The innovation process Learning Culture emphasises that learning in teams, sharing knowledge across teams, establishing a culture of collaboration and joined mission, is a human lever to become successful and act quicker and more efficient.

The approach is illustrated in Figure 1 above. With regard to the Learning Culture cross-company task forces were established to jointly collaborate on SPI and innovation aspects. With regard to the Requirements Elicitation the task forces shared knowledge about the best practices for Requirements Elicitation. With regard to the innovation aspects virtual knowledge spaces and online training platforms have been used to virtually collaborate about how to consider innovation aspects in CRM in the Requirements Elicitation.

1.1 How it is Implemented

The task force used two existing systems:

- SOQATES (http://portal.sogrates.de, http://www.sogrates.de) established a group of leading companies who formed cross-company task forces to jointly collaborate and share knowledge in important SPI and innovation fields. This included a web based portal system for ISO 15504
based process assessments
- ORGANIC (http://www.innovationmanager.org and some predecessor projects) developed an innovation manager skills card, a skills assessment portal and related educational materials, plus a certificate for innovation managers.
- EPI (successor of CREDIT) (http://www.iscn.com/projects/epi_skill_portal/) integrated a web based learning platform with the existing skills and process assessment portal systems.

In ORGANIC there is a learning objective called “Customer Relationship Management”, which focuses on (= Related Innovation Principles in Figure 1) -

- Learning from customers.
- Capturing customer innovation plans for ears in advance to adapt early enough to required innovations.
- Establishing knowledge based communication means between customers and suppliers to provide idea sharing and knowledge sharing for future innovation.
- Establishing a mutual feeling of trust with customers so that ideas of innovation are exchanged and not hidden.
- Capturing requirements even if they are not relevant for the current projects and to assign them to potential future releases (idea pool and later exploitation).
- Segmenting the customers so to establish innovation plans per customer segment.
- Etc.

In ISO 15504 there is a process “Requirements Elicitation” which focuses on

- Gathering the requirements and analysing different scenarios of implementation.
- Deeply analysing requirements and planning customer releases in advance.
- Understanding customer expectations and tracing the requests and controlling changes.
- Etc.

Both definitions are similar. However, innovation adds skills factors such as innovation forecasting, relationship strategies, and knowledge gathering and exploitation.

You could actually have the best defined process, but if you fail to understand the innovation strategy of your customer, you will miss the direction and you do not get the follow up contract on the next generation of products.

To implement this in the group we created virtual learning teams working as follows:

1. The partners can access the portal for process assessment and assess themselves against e.g. requirements elicitation, and share materials. (http://portal.socrates.de)
2. The moderator of the learning team benchmarks the results and identifies synergy leaders (best in team on process level)
3. The partners access the skill portal for innovation managers (https://www.iscn.com/projects/piconew_skill_cards/index.html) and self assess themselves against CRM (Customer Relationship management Skills).
4. The moderator of the learning team benchmarks the results and identifies synergy leaders (best individual results of team members)
5. All partners access a web based training area (integrated with skills portal) to attend a course online (presentation with sound, homework, chat, Internet based tel-conferencing) and learn
about additional innovation criteria

6. All partners do a homework and upload materials for review to the moderator.

7. The moderator reviews the materials and uploads recommendations for joint improvement actions covering both aspects, processes and innovation skills.

8. In an online conference (chat based with all materials available, and with a sub-group having Internet phone support) a proposed action list is discussed.

After the 9 steps it is up to the partners how they implement this in their own firm. The implementation experiences are exchanged via the task forces meetings.

Figure 2: Course Management Area to Listen to Presentations in English or German

The whole discussions, the homework of partners, the reviews, the proposed action lists and the results of actions inside the organisations are then shared in a knowledge pool through a jointly shared e-working area.

Figure 3: Information and Team Sharing pool (in German)
2 Background about the Underlying Systems

2.1 Multi-user Assessment Portals (CREDIT) and Learning Systems

The CREDIT platform offers the management and performance of assessments, evaluation and reporting. It offers online browsing, online self assessment, online formal assessment, and capability profiles.

What makes the system (it is called Capability Adviser) special is the fact that:

- Beside supporting ISO 15504 or CMMI assessment of processes (portal.soqrates.de) it also offers skills assessment of job roles (e.g. assessing skills of innovation managers). This means that with one system you can catch two views, the process view and the individual skills.

- It works as a multi-user portal so that many assessors are logged in at the same time and can share their views and the ideas and comments and knowledge from all assessors are kept in a knowledge SQL database. This is different to the boring (information loosing) assessment approach where only one set of evaluations and comments (by the lead assessor) are kept.

- It can be integrated with an online learning management system (www.moodle.com) so that if projects are weak in certain processes (e.g. requirements elicitation) they can attend online courses and join online experience forums.

Figure 4: Home Page of Assessment Portal
Experience Session 8: SPI and Innovation

Administrator
An administrator can create organisation accounts and maintain an assessor pool.

Organisation
An organisation administers projects, assessments, an assessor pool, and can tailor assessment models (to their organisational needs).

Content Provider
A content provider maintains the underlying content of the assessment models and the link to the integrated LMS (learning management system).

Assessor
An assessor sees all assigned assessments in his work bench, assesses processes and/or skills, provides notes, evaluates evidences provided, share knowledge with other assessors, prints profiles and assessment records.

Participant
A participant can do a self assessment, upload evidences and link them to specific processes and/or skills, and can attend learning courses and experience forums connected to specific process areas.

Capability Percentage for master universe Innovation Manager

<table>
<thead>
<tr>
<th>Unit</th>
<th>Assessor</th>
<th>Capability Percentage in %</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>Communication</td>
<td>Ramie Assessor</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Skills</td>
<td>self assessment</td>
<td>20%</td>
<td>Not all PCs are applicable</td>
</tr>
<tr>
<td></td>
<td></td>
<td>40%</td>
<td>Not all PCs are applicable</td>
</tr>
<tr>
<td></td>
<td></td>
<td>60%</td>
<td>Not all PCs are applicable</td>
</tr>
<tr>
<td></td>
<td></td>
<td>80%</td>
<td>Not all PCs are applicable</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100%</td>
<td></td>
</tr>
<tr>
<td>Management Skills</td>
<td>Ramie Assessor</td>
<td>20%</td>
<td>Not all PCs are applicable</td>
</tr>
<tr>
<td></td>
<td>self assessment</td>
<td>40%</td>
<td>Not all PCs are applicable</td>
</tr>
<tr>
<td></td>
<td></td>
<td>60%</td>
<td>Not all PCs are applicable</td>
</tr>
<tr>
<td></td>
<td></td>
<td>80%</td>
<td>Not all PCs are applicable</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100%</td>
<td>Not all PCs are applicable</td>
</tr>
</tbody>
</table>

Figure 6: Example Skills Profile for 2 Selected Innovation Skills Units
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2.2 Innovation Manager Skills (ORGANIC)

ORGANIC (www.innovationmanager.org) based on 3 Europe wide studies, such as -

- A study in 1998 (EU Leonardo da Vinci Project BESTREGIT – Best Regional Innovation Transfer, 1996 – 1999) analysed how innovative organisations operate and compared 200 organisations in Europe ([1], [5],[7]).

- In a project TEAMWORK ([5], [6]) with 13 partners from 7 countries (IST-2000-28162 TEAMWORK, 2001 - 2003) a generic platform has been developed that shall support these networked team-working and team-learning and tested this platform with teams from 59 organisations in 13 countries of Europe. The working behaviour of the users (team-working and team-learning members of the networked platform) has been analysed and a study with key success factors for social team-learning and team-working has been produced as a project deliverable. There were 42 different projects running through the system using the defined environment and managed by a virtual team leader. The team size of each project varied between 13 and down to 2 different organisations involved.

- While these first two studies were carried out with involvement of research centres, SMEs and to some extent by large companies, the third study has only been performed at 124 very large multinational companies. Thus it largely represents now the viewpoint on innovation by large co-operations [8].

ORGANIC developed a skills et, self assessment portal for managers, and a training programme for 20 learning objectives of innovation managers.
Figure 8: Skill areas for Innovation Managers

Innovation Management Learning elements are

**Skill Unit 1**
Knowledge Management, Skills Management, Customer Relationships Management, Networking, and Market Research

**Skill Unit 2**
Literacy in E-Skills, Reporting Skills

**Skill Unit 3**
Team Communication, Conflict Management, Distributed Team Mgmt., Motivation building, and Cross-cultural factors

**Skill Unit 4**
Corporate Innovation Mgmt., Innovation factors in project management, in process management, and in risk management

**Skill Unit 5**
Personal Characteristics, Learning Culture, Cross-cultural learning factors

**Skill Unit 6**
Knowledge Pool and Case Studies on Innovation Success

All materials have already been developed, a Europe wide course programme has been established.

### 2.3 SPI Knowledge and Synergy Sharing Initiative (SOQRATES)

SOQRATES ([www.soqrates.de](http://www.soqrates.de)) has been originally formed as a group if Bavarian firms. From 2004 onwards firms from all other German countries joined. Leading firms such as Continental TEMIC, ZF, Panasonic Automotive, G&D, etc. contribute to the joined task forces.

The initiative started by coaching ISO 15504 assessments in a group of 16 companies who jointly shared their experiences.
Assessment results have been compared, synergy leaders have been identified, and in areas of joint interest cross-company experience teams have been set up.

Three major areas of common interest have been identified and task forces are operative since 1993:

- System Design
- Requirements analysis and traceability
- Testing

From 2005 onwards we added

- Safety (ISO 61588)

And we started to form innovation teams for sharing knowledge on specific topics and to widen the scope of ISO 15504 to include the success criteria outlined in ORGANIC as well.

3 Results

The initiative is still going on.

- The workshop (online) resulted in a set of agreed best practices to implement innovation principles in Requirements Elicitation.
- Companies then analysed their firm and published their proposed concepts.
- At the moment the exchange of ideas and knowledge is being moderated to agree (gathering the ideas of cross-company expertise) a best practice way to implement
- During the implementation the team will still stick together and learn from each other to be better than competitors (acting as a knowledge group)

The detailed ideas of what the team agreed as being the best practice cannot be published because it’s the IPR of the task force.

What the paper wants to emphasise is that

- Cross-company learning is possible
- Cross-company sharing of best practices is a competitive factor
- Innovation is a field where through cross-company ideas new concepts can be unleashed
If you are capable of German, and you want to join this initiative you may contact the moderator, Dr Richard Messnarz, rmess@iscn.com.
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Abstract

ISO 61508 is the standard-to-be for safety systems based on the concept of Safety Integrity Levels (SILs 1-4). With increasing SIL level the probability of occurrence of a dangerous failure must be decreasing. The standard describes (highly) recommended practices for each SIL level and many of them at higher SIL levels (>=3) describe the need of formal methods. This tutorial will use 18 years of formal methods experiences in different fields to investigate: What is the way of thinking when moving from coding views to formally proved design views? How do we relate Product Safety Terminologies to Evidence for Certification on the Semantic Web? and Why is the Semantic Web Ontology Language (for Web Services) (OWL-S) a practical way forward? World-Wide ISO 61508 compliance will be greatly facilitated by knowledge representation (KR) of relevant concepts of safety and corresponding product properties (in Description Logic of OWL) on the Semantic Web. In all safety-critical fields such as automotive, aerospace, medical, etc. there is an increasing demand for ease of compliance, driven by the manufacturers. Practical examples to assist will be given using Protégé OWL from Stanford University.
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